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Executive Summary 
 
Online platforms and services shape what we know, how we connect, and who gets heard. From 
elections and public health to commerce and conflict, platforms are now indispensable infrastructure 
for civic life. Their influence is vast, and so is the need to understand them. 
 
As critical conversations publicly unfold on digital platforms, the ability to study them at scale has 
steadily diminished. Platform interfaces and insight tools like CrowdTangle that once gave researchers, 
journalists, and civil society a window into public online discourse have disappeared. 
 
Platforms restrict researcher access while public data is increasingly monetized for advertisers, data 
brokers, and training artificial intelligence (AI) systems. This imbalance – where companies profit while 
independent researchers are left in the dark – undermines transparency, limits free expression, and 
weakens oversight. 
 
That is the reason for developing Better Access, a baseline framework for independent access to 
public platform data: the content, data, and information posted to platforms that anyone can access.  
 
Published by the Knight-Georgetown Institute (KGI), this framework is the product of KGI’s Expert 
Working Group (EWG) on Public Platform Data, a group of leaders from research, civil society, and 
journalism. 

A Framework for High-Influence Public Platform Data 

The framework offers a roadmap for expanding access to high-influence public platform data: the 
narrow slice of public platform data that has the greatest impact on civic life due to its reach, source, 
or role in shaping what people see online.  
 
Public platform data does not all carry the same weight. Some accounts and content have far more 
influence than others. The Better Access framework focuses on the subset of public posts, accounts, 
and interactions that matter most for shaping public discourse.  
 
Better Access defines the kinds of public platform data that researchers should be able to ethically use 
in their work. This definition sets a floor, not a ceiling – research with other public or non-public data is 
also important. The framework also sets out a model for data access mechanisms that platforms 
should implement in order to enable research, while acknowledging that permissionless, 
researcher-driven access to public platform data will remain necessary. 
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Categories of High-Influence Public Platform Data 

High-influence public platform data refers to the subset of public platform data that is most 
consequential, either because of its reach, its source, or its role in shaping what people see online. It is 
the data that tells us who holds influence, what content spreads, and how platforms themselves 
amplify certain voices. 

Public posts vary in their significance. A family photo shared to a handful of followers is not the same, 
and should not be treated the same, as a head of state announcing a new policy or a viral video 
reaching millions. The Better Access framework focuses narrowly on the types of high-influence public 
platform data that shape civic discourse and access to information. 

The framework identifies four categories of high-influence data: 
 

 

Highly Disseminated Content: Posts or videos that achieve exceptional reach or 
engagement, shaping the public agenda. 

 

Government and Political Accounts: Posts from accounts belonging to elected 
officials, candidates, political parties, and government institutions. 
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Notable Public Accounts: Content from accounts belonging to celebrities, 
journalists, civic leaders, or other public figures whose reach gives them outsized 
influence. 

 

Business Accounts and Promoted Content: Advertising and commercial 
messaging, which can sway consumer behavior, public health, or public trust. 

Defining Information Environments 

What counts as influential varies dramatically across contexts. A viral post in the United States or India 
will tell us little about online discussion in Angola or Albania. For platform data access to be 
meaningful in different information environments, it must respond to local needs.  

To account for these differences, the framework emphasizes three types of information environment: 
 

 
Global: A platform’s total user base across languages and geographies. 

 
Geographic: Users of a platform in a particular geography. 

 
Linguistic: Users of a platform engaging in a specific language or languages. 

This approach ensures that vital research does not privilege only the largest countries or dominant 
languages. 

How Access Should Work 

To make public platform data meaningfully available, the framework defines three complementary data 
access mechanisms that platforms should support: 

 

Proactive Data Interface: A structured, platform-supported access mechanism 
that provides ongoing, predictable access to high-influence public platform data. 
Examples include research Application Programming Interfaces (APIs), 
searchable archives, or downloadable datasets that are updated regularly 
without requiring researchers to make individual requests.  

vi 
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Custom Data Requests: Tailored datasets provided upon request to meet the 
specific local or thematic needs of researchers. These requests may be fulfilled 
through bespoke datasets, tailored APIs, archives, or other methods. 

 

Independent Data Collection: Researcher-initiated access to high-influence 
public platform data, typically through automated collection such as scraping or 
crawling. This mode of access preserves researcher independence and enables 
validation of platform-provided data.  

Together, these mechanisms can advance flexibility, relevance, and accountability across diverse 
research settings. Furthermore, this approach to high-influence public platform data can help to 
advance ethical research. The framework emphasizes access to public platform data categories where 
the public value of transparency is strongest. By focusing here, the framework sets clearer boundaries, 
lowers (but does not eliminate) privacy risks, and articulates a baseline expectation for consistent, 
responsible access. 

The Way Forward 

The stakes could not be clearer: when independent access to high-influence public platform data 
disappears, so does society’s ability to understand and protect itself. 

Regulators in Europe, the US, and beyond are already implementing or considering data access 
mandates. This framework offers a practical foundation: begin with the four categories of data that 
matter most for the public, ensure consistent and ethical access through multiple access mechanisms, 
and give researchers and the public the tools they need to understand the dynamics shaping public 
discourse in their own information environment. 

High-influence public platform data is the minimum, most essential tier of data for accountability. This 
framework underscores that transparency is not a regulatory burden, but a democratic necessity. 
Adopting a uniform, cross-industry baseline would give the public the visibility it needs to see the 
digital public square clearly and to shape its future. 
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I. Introduction 
Online platforms and services shape what we know, how we connect, and who gets heard. From 
elections and public health to commerce and conflict, platforms are now indispensable infrastructure 
for civic life. Their influence is vast – and so is the need to understand them. 
 
One critical way to understand platforms is through public platform data: the content, data, and 
information posted to platforms that anyone can access. From the statements a nation’s leaders share 
online to viral videos and images shared by influencers, data on public platforms shape our public 
discourse. These types of data offer a window into how information flows, how platforms amplify or 
suppress it, and what users see, engage with, and share.  
 
Despite the importance of public platform data, there is no shared definition, framework, or approach 
to how research, journalism, and independent investigations (collectively referred to as “research” 
throughout the framework) should be conducted with public platform data, let alone consistent 
formats or predictable timelines for access. Meanwhile, platform companies increasingly leverage 
public platform data for a range of commercial purposes. They use public platform data to design 
services, target advertising, sell insights to third parties or data partners, and train large language 
models (LLMs).1 
 
While companies increasingly monetize users’ public platform data, researchers face barriers in 
accessing the same data. Platforms such as Meta, Reddit, and X (formerly Twitter) have eliminated 
data access tools that were once widely available for independent research. Researchers can face 
legal threats for accessing public platform data. Regulatory proposals in the United States (US) and 
frameworks like Article 40 of the European Union’s Digital Services Act (DSA) are beginning to require 
access to public platform data, but regulations remain limited and in the early stages of 
implementation. 
 
Definitions of publicly available information differ across national legal frameworks and platform 
access mechanisms, making it difficult to find congruence across different contexts and frameworks. 
Indeed, researchers report that inconsistent and restricted access to platform data is one of the 
greatest obstacles to meaningful platform research.2  
 
That is the reason for developing Better Access, a baseline framework for independent access to 
public platform data. Created by the Knight-Georgetown Institute (KGI) Expert Working Group on 
Public Platform Data, the framework specifically focuses on high-influence public platform data, a 
subset of public platform data that is most consequential, either because of its reach, its source, or its 
role in shaping what people see online. It is the data that tells us who holds influence, what content 
spreads, and how platforms themselves amplify certain voices. 

2 Coalition for Interdependent Technology Research, “Power in Numbers.” 

1 Paul and Tong, “Inside Big Tech’s Underground Race to Buy AI Training Data.” 
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The framework offers practical, cross-industry guidance for the minimum set of public platform data 
needed to begin to understand our digital environments. The framework is grounded in the principle 
that transparency is essential to accountability, and that enabling meaningful access to public platform 
data serves the common good. 
 
At the same time, there are limits and risks of openness. Public platform data can raise privacy risks 
and ethical concerns, which is why this framework focuses on high-influence public platform data. 
Defining this narrow slice of public platform data as a baseline can help to advance more consistent 
and ethical research.  
 
The framework is structured as follows:  

●​ Section II defines key terms used in the framework. 
●​ Section III provides an overview of platform research, including research collaborations, 

independent research, and ethical research frameworks.  
●​ Section IV summarizes the policy landscape for platform research.  
●​ Section V provides the core concepts of the framework.  
●​ Section VI articulates the Better Access framework for high-influence public platform data.  
●​ Section VII describes baseline fields for data access.  
●​ Section VIII discusses the way forward. 

II. Terminology 
This section defines the key terms used within the Better Access framework.  
 

Absolute 
threshold 

An absolute value of total reach or engagement triggering inclusion in a  
data access mechanism.  

Account A distinct user identity, whether individual, organizational, or automated, 
through which content is created, shared, or engaged with on a 
platform. Platforms may require users to create an account. The 
framework distinguishes between an account and content shared or 
disseminated by the account.  

Access 
mechanism 

A mechanism by which researchers access high-influence public 
platform data. The access mechanisms discussed in the framework are: 
Proactive Data Interfaces, Custom Data Requests, and Independent 
Data Collection. 

Automated 
collection 

Techniques to extract data from websites or other web applications, 
including web scraping or web crawling.  

2 
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Business 
Accounts  

Accounts that are monetized and/or established primarily for a  
commercial purpose. 

Custom Data 
Requests 

Researcher-initiated requests for high-influence public platform data 
necessary for specific local or thematic needs of researchers. These 
requests may be fulfilled through bespoke datasets, tailored APIs, 
archives, or other methods. 

Data Platform content, data, and information. 

Deleted content Content removed from a platform by either the platform or the user who 
posted it. 

Digital Services 
Act (DSA) 

A European Union regulation adopted in 2022 that seeks to create a 
safer digital space where the fundamental rights of users are protected 
in the EU.  

Engagement User interaction with items on an online platform, including clicks, taps, 
comments, reshares, indications of approval or disapproval (such as 
likes, dislikes, upvotes, or downvotes), or other forms of interaction. 

Ephemeral 
content  

Content that is designed to be erased after being displayed for a limited 
period of time. 

Framework This document and the definitions and criteria it lays out.  

General Data 
Protection 
Regulation 
(GDPR) 

A European Union regulation adopted in 2016 that regulates how 
personal data of individuals within the EU is processed. 

Government and 
Political Accounts 

Accounts associated with major political parties, candidates, 
government officials, or government institutions acting in an official 
capacity.  

Highly 
Disseminated 
Content (HDC) 

Content that meets absolute or relative thresholds for reach or 
engagement as defined in this framework.   

High-influence 
public platform 
data 

The accounts, interactions, and content that are most likely to shape 
public life at scale, whether because of who is speaking, how widely 
content spreads, or how it is amplified. 

Independent Data 
Collection 

Researcher-initiated access to high-influence public platform data, 
typically through automated collection such as scraping or crawling. 

3 
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This mode of access preserves researcher independence and enables 
validation of platform-provided data.  

Information 
environments  

The global, geographic, and linguistic environments where information is 
produced, disseminated, and consumed. 

Notable Public 
Account 

Accounts belonging to notable public figures or entities, defined by 
reach or engagement, as well as public interest actors.  

Online platforms 
and services 
(referred to as 
“platforms”)  

Public-facing websites, online services, online applications, or mobile 
applications that predominantly store, aggregate, and disseminate 
user-generated information to the public, including text, videos, images, 
games, audio files, or other content. 

Political party A formal organization that organizes public opinion, communicates 
demands and priorities, and engages in political recruitment. 

Proactive Data 
Interface 

A structured, platform-maintained access mechanism that provides 
ongoing, predictable access to high-influence public platform data. 
Examples include research APIs, searchable archives, or downloadable 
datasets that are updated regularly without requiring researchers to 
make individual requests.  

Promoted content Content an account pays to make visible to a broad or specific 
audience.  

Publicly available 
information 

Legally defined in many jurisdictions around the world, it often 
encompasses a combination of government records, widely distributed 
media, and/or other legally mandated disclosures. 

Reach The number of unique platform users who have viewed, listened to, or 
downloaded a particular piece of content. Reach may also consist of 
other platform-specific metrics. 

Reasonable 
understanding of 
publicness 

The idea that a user interacting with a platform would reasonably 
understand that their data is or may be publicly accessible, taking into 
account platform features and policies. 

Relative threshold A relative value of total reach or engagement triggering inclusion in a  
data access mechanism.  

Researcher Individuals or organizations who facilitate the development of society’s 
collective knowledge of platforms. This includes a range of actors, 
including but not limited to platform users, journalists, civil society 
organizations, academics, and other types of researchers. Law 
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enforcement, intelligence, and defense entities are not considered 
researchers.3  

Spotlighted 
content 

Content that is posted by a user and then reposted by another user, 
changing its audience. 

III. The State of Platform Research 
Independent platform research is vital for understanding the digital systems that influence everything 
from public opinion to government policy. Independent research drives smarter platform design, better 
regulation, and more-informed societies.4 This research is undertaken by a wide range of actors, 
including groups of platform users, journalists, civil society organizations, academics, and more.5  
 
This section maps the landscape of platform research: the types of research being conducted, the 
kinds of data it depends on, and the importance of public platform data within this research 
ecosystem. It outlines growing obstacles that researchers and the public face when studying online 
information systems, and examines the consequences of these constraints, including the rise of data 
vendors. The section then explores the ethical and privacy challenges of platform research, along with 
emerging frameworks aimed at addressing such risks.6 

A.​ Overview of Platform Research 

Platform research ranges from basic content analysis to sophisticated network experiments. While 
platforms historically have offered a variety of access mechanisms and tools to support research, 
these have become more restricted over time. This section summarizes common research tools, 
methods, and ethical frameworks, and describes both research collaborations and independent 
study.7  

Research Collaborations  

Large platforms including Facebook, Instagram, Twitter, and YouTube have developed various 
programs to support research, but access is increasingly limited, inconsistent, and controlled. 
Programs include: 

●​ Ad Libraries: Major platforms have offered ad libraries to researchers for years,8 including 
Meta,9 TikTok,10 and LinkedIn.11 Under Article 39 of the DSA, very large platforms are required 

11 LinkedIn, “Ad Library.” 

10 TikTok, “Find Ads on TikTok.” 

9 Meta, “Ad Library.” 

8 See European Commission, “Status Report”; Institute for Data, Democracy, & Politics, “Tracking Transparency to Enable 
Research.”  

7 Bundtzen, “Data Access.” See also Initiative for Digital Public Infrastructure, “New Approaches to Platform Data Research.” 

6 Lenhart, “Ethical Use of Pervasive Data for Research.”  

5 Coalition for Independent Technology Research, “Power in Numbers.” 

4 Shiffman and Silverman, “The Case for Transparency.” 

3 Levinson-Waldman and Balkam, “The Government’s Growing Trove of Social Media Data”; Vogus, “Defending Data.”  
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to maintain ad libraries.12 Some very large platforms provide libraries only in the EU to comply 
with the DSA (Pinterest,13 Snap14).  
 

●​ Application Programming Interfaces (APIs): Most platforms have developed APIs that allow 
external access to platform data. In some cases, platforms direct researchers to APIs primarily 
intended for use by commercial developers, but at other times, platforms have built APIs 
specifically for research purposes.15 API access varies substantially from platform to platform, 
and within platforms over time. X, for example, eliminated free access to its API in 2023.16 Most 
platform APIs require registration and approval before use and researchers report barriers to 
access.17 Indeed, a 2025 survey found that platform API access faced “multiple barriers 
including complex API application processes, difficulties obtaining credentials, and limited API 
usability.”18 
 

●​ Data Archives: Some platforms have offered archives of historical data. Twitter, starting in 
2018, released a public archive of state-backed information operations.19 It also hosts a 
database of Community Notes from the platform.20 The Social Media Archive (SOMAR) at the 
University of Michigan hosts data from X, Facebook, Instagram, and Reddit, among other 
platforms.21 
 

●​ Research Partnerships: Platforms have occasionally launched partnerships with researchers – 
such as Twitter’s “Healthy Conversations”22 project or Meta’s 2020 election research 
partnership.23 These collaborations are rare, often short-term, and have been criticized by 
participants.24 Ad hoc researcher collaborations also occur, but formal collaboration typically 
requires agreement from platform leadership.25  

Partnerships come with strings attached. Companies are said to exert significant control over 
“research questions, methodology, workflow, and design choices” of research partnerships.26 
Communication of research may be controlled by the company, and there have been 
documented disagreements between researchers and companies over how to interpret 
research findings.27 Furthermore, some have criticized partnerships for externalizing 

27 Hendrix and Barrett, “The Meta Studies.” 

26 Iyer, “A Primer on the Meta 2020 U.S. Election Research Studies.” 

25 Scott, “Survey.” 

24 Tromble, “Where Have All the Data Gone?”; Wagner, “Independence by Permission.”  

23 Meta, “Research partnership to understand Facebook and Instagram’s role in the U.S. 2020 election.” 

22 Gadde and Gasca, “Measuring healthy conversation.” 

21 SOMAR, “About.” 

20 X, “Downloading data.” 

19 Gadde and Roth, “Enabling further research of information operations on Twitter”; Roth, “The Twitter Moderation Research 
Consortium is now open to researchers.”  

18 Mimizuka, “Post-Post-API Age.” 

17 Ayrshare, “Top 10 Social Media APIs for Developers.” 

16 Center for an Informed Public, “Twitter’s API Access Changes.” 

15 Freelon, “Computational Research in the Post-API Age.” 

14 Snap, “Ads Gallery.” 

13 Pinterest, “Ads Repository.” 

12 European Union, “Digital Services Act,” Article 39.   
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reputational and operational risks onto researchers. These dynamics have led some 
researchers to argue that collaborative research with platforms is fundamentally flawed, calling 
such research “independence by permission.”28  

Independent Study  

Beyond formal collaboration with platforms, researchers also independently investigate platform 
dynamics using methods such as independent collection, user data donation, and whistleblower 
disclosures. 
 

●​ Independent collection: Researchers have used automated collection – often web scraping or 
crawling – to independently gather public platform data. This work has been crucial to public 
understanding, shedding light on child safety issues, civic discourse, functioning of 
recommendation systems, and more.29  

 
Yet platforms try to restrict these efforts. Companies have suspended accounts, issued legal 
threats, and sued nonprofits for breaching terms of service.30 While lawsuits targeting nonprofit 
researchers have failed on the merits as of 2025,31 the legal risks alone can chill research32 and 
strain institutional and financial support.33 For many researchers, the threat of litigation raises 
the difficult question of whether research through automated collection is worth the risk. 

 
●​ User data donation: Data donation involves users sharing their own data with third-party 

researchers for analysis.34 Legal rights to data portability, including through Europe’s General 
Data Protection Regulation (GDPR) Article 20,35 Digital Markets Act (DMA) Article 6(9),36 and the 
California Consumer Privacy Act (CCPA),37 have helped enable this research.  
 
While data donation has strengths, the method also has limitations, including incomplete 
datasets and logistical and analytical challenges.38 Data donation studies rely on voluntary 
participation and are sensitive to platform-side changes in data structure or format. Despite 
their utility, data donations offer only a partial view of the broader information ecosystem. 

 

38 Tucker et al., “The Case for Open Data Access to Aid Tech Regulation.” 

37 California, “California Consumer Privacy Act.” 

36 European Union, “Digital Markets Act,” Article 6(9). 

35 European Union, “General Data Protection Regulation,” Article 20. 

34 Lukito et al., “Enabling Independent Research without Unleashing Ethics Disasters”; Mozilla Foundation, “About YouTube 
Regrets”; Sanderson and Mohammed, “A Multi-Stakeholder Approach for Leveraging Data Portability to Support Research on 
the Digital Information Environment.” 

33 DiResta, Invisible Rulers. 

32 Abdo et al., “A Safe Harbor for Platform Research.”  

31 Ingram, “Judge throws out Elon Musk’s X lawsuit against nonprofit.” 

30 HateAid, “For Independent Research”; Klar, “Facebook Suspends Accounts of NYU Researchers Who’ve Criticized 
Platform”; United States District Court for the Northern District of California, “Demand for Jury Trial.” 

29 For many examples of social media research based on automated collection, see Brown et al., “Web Scraping for 
Research.”  

28 Wagner, “Independence by Permission.” 
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●​ Whistleblower disclosures and leaked documents: Whistleblowers and leaked documents 
have become a critical, if unpredictable, source of information. The FBarchive hosted by the 
Public Interest Tech Lab at Harvard,39 for instance, hosts the trove of documents released by 
former Meta employee Frances Haugen.40 These files, often redacted for privacy,41 have 
underpinned impactful research. Leaked documents have also revealed Meta’s internal rules for 
AI chatbots,42 as well as TikTok’s knowledge of how its platform could harm young users.43  
 
In response to staff leaks, companies have moved to further restrict data access. While access 
restrictions impact external researchers, they also reportedly make it harder for internal 
employees to assess platform decisions from inside the company.44  

Methodologies 

Research collaborations and independent study utilize a range of methodologies. Most independent 
research of platforms is observational rather than experimental. It describes important patterns, but 
rarely establishes causality.45 Experimental methods are important for understanding how platforms 
shape user behavior and societal outcomes.46  
 
While platforms routinely conduct their own experiments, they rarely share results externally.47 
Independent researchers face particular barriers in investigating causal relationships on platforms, 
relying primarily on leaked results from internal experiments. Researchers and legislators are 
increasingly requesting experimental data from platforms as a source of transparency.48 The DSA 
requires qualifying researchers to be granted access to internal platform data, including, potentially, 
experiments.49 Similar regulatory mechanisms have been proposed in the US.50​
 
Across methodologies, platform research is grappling with the rise of decentralized social media 
platforms and generative AI.51 However, at this stage, research access to decentralized platforms52 and 
LLMs53 can best be described as mixed. Bluesky, for example, has enabled broad API access, 
including for researchers, journalists, and civil society organizations.54 Independent access to data 
from new platforms and AI companies is an evolving challenge facing researchers.  

54 Bluesky, “Bluesky Developer APIs.” 

53 Anthropic, “Anthropic Economic Index.” 

52 Guhl et al., “Researching the Evolving Online Ecosystem.” 

51 Harrington and Vermeulen, “External Researcher Access to Closed Foundation Models.” 

50 Thorburn et al., “Experiments Are the Best Kind of Transparency.”  

49 European Commission, “Delegated Regulation on data access provided for in the Digital Services Act”; European Union, 
“Digital Services Act,” Article 40. 

48 Grüning et al., “Independently testing prosocial interventions.”  

47 Quin et al., “A/B testing.” 

46 Thorburn et al., “Experiments Are the Best Kind of Transparency.” 

45 Mosleh et al., “Field Experiments on Social Media.”  

44 Horwitz, “The Facebook Files.” 

43 Allyn et al., “States probed TikTok for years.”  

42 Horwitz, “Meta’s AI rules have let bots hold ‘sensual’ chats with kids, offer false medical info.”  

41 Public Interest Tech Lab, “Redaction Guidelines.”  

40 Public Interest Tech Lab, “Fbarchive.” 

39 Public Interest Tech Lab, “About.” 
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Ethical and Rights-Advancing Research Frameworks  

Research using data from platforms can raise important ethical and personal privacy risks.55 The 
scope and complexity of platform data has rapidly expanded. From social networking to livestreams, 
and from text to images and audio to video, researchers are adapting to new data formats and the 
related evolution of user behaviors and expectations.56  
 
The collection and curation of public and private data is foundational for the commercial model of 
many platforms,57 and platforms often configure defaults to ensure that users engage in public ways.58 
With platforms collecting previously unthinkable quantities of user data, the research community has 
assessed and evolved ethical frameworks to keep pace.59 Given that the dominant commercial models 
of platforms are rooted in data tracking and ad-driven personalization, research methods and ethical 
frameworks must inevitably address questions of consent, accountability, and risk.60 
 
There have been challenges in ensuring ethical research with public platform data.61 A widely cited 
2010 study revealed how “de-identified” Facebook profile data could be re-identified, demonstrating 
the inadequacy of the safeguards used by researchers.62 The study signaled how existing ethical 
frameworks, including reliance on Institutional Review Boards (IRBs) for human subject research and 
user consent (already difficult to access in much of the world), would need to evolve alongside digital 
platforms.63 In 2018, the company Cambridge Analytica drew global attention, revealing the scale of 
personal data collection by Facebook and how it can be misused by bad actors.64 The resulting 
scandal corresponded with shifts in how platforms approached third-party access, including in relation 
to researchers.65 Independent research that relies on the data generated through platforms must 
inevitably navigate a range of ethical and privacy risks.66   
 
In response, companies, regulators, and independent researchers have proposed new approaches. 
Platforms often cite privacy and ethical risks as reasons to restrict research access,67 though these 
concerns can appear disingenuous given that the same companies monetize the same data with 
third-party data contracts.68 Regulators are attempting to strike a new balance through frameworks like 
the DSA and proposals like the Platform Accountability and Transparency Act (PATA)69 or the Digital 

69 United States, “Platform Accountability and Transparency Act.”  

68 Hals, “Meta investors, Zuckerberg reach settlement to end $8 billion trial over Facebook privacy violations.” 

67 European Commission, “Delegated Regulation on data access provided for in the Digital Services Act.” 

66 National Telecommunications and Information Administration, “Ethical Research with Online/Pervasive Data”; PERVADE, 
“The Project.” 

65 Freelon, “Computational Research in the Post-API Age.” 

64 Confessore, “Cambridge Analytica and Facebook.” 

63 Metcalf and Crawford, “Where are the human subjects in Big Data research?”; Pater et al., “No Humans Here.” 

62 Zimmer, “‘But the data is already public.’” 

61 Zimmer, “‘But the data is already public’”; Gilbert et al., “When research is the context.”  

60 Shilton et al., “Excavating awareness and power in data science.” 

59 Hudson and Bruckman, “Go Away.” 

58 Malik, “Are Social Media Settings Intentionally Confusing?” 

57 Zuboff, The Age of Surveillance Capitalism. 

56 Brown et al., “Web Scraping for Research.” 

55 Federal Trade Commission, “Complaint for Civil Penalties, Injunction, and Other Relief.” 
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Services Oversight and Safety Act (DSOSA)70 in the US, which are designed to enable researcher 
access while safeguarding privacy rights. 
 
Another strategy is the use of Privacy-Enhancing Technologies (PETs), such as anonymization, 
differential privacy, and synthetic data generation. PETs seek to allow researchers to study platform 
data without exposing personal information. The promise of PETs, however, has not always matched 
their performance in practice.71 One notable case involved Facebook’s release of a dataset to 
researchers that used differential privacy to manage personal data risks.72 Despite the project’s 
ambitions and strong backing across industry and academia, it failed to deliver when, years into the 
project, an independent researcher found fundamental flaws in the underlying data provided by 
Facebook. This discovery invalidated years of research and undermined public trust in both Facebook 
and the research.73 Without transparency or the ability for researchers to validate data, PETs alone may 
be insufficient to ensure rigorous and ethical research. 
 
Meanwhile, civil society, academia, and journalism have developed frameworks to respond to new 
platforms and evolving ethical risks. The Coalition for Independent Technology Research (CITR), 
founded in 2022, brings together academics, journalists, and civil society actors to promote ethical 
standards and institutional support for independent research.74 CITR emphasizes that maintaining 
public trust in research is central.75 To maintain and deepen trust, CITR members promote ethical 
frameworks and standards to enable diverse forms of research while simultaneously ensuring users’ 
rights are protected.  
 
The Association of Internet Researchers’ Ethical Guidelines, now in their third edition, articulate 
standards for ethical internet research.76 The Pervasive Data Ethics for Computational Research 
(PERVADE) project at the University of Maryland has developed tools to advance ethical computational 
research.77 A 2025 report from the Institute for Data Democracy and Politics (IDDP) at The George 
Washington University offers a comprehensive examination of the privacy and ethical challenges 
associated with research that relies on platform data and offers important recommendations to 
advance ethical research practices.78 The report identifies how research and ethical review processes 
should evolve to keep pace with and enable ethical research with expanding platform data.  
 
Journalists, too, have worked to develop responsible frameworks for the use and analysis of publicly 
available information. The International Fact-Checking Network (IFCN) at Poynter maintains a Code of 

78 Lenhart, “Ethical Use of Pervasive Data for Research.”  

77 PERVADE, “The Project.” 
76 franzke et al., “Internet Research.” 

75 Shilton et al., “Excavating awareness and power in data science.” 
74 Matias et al., “Manifesto.” 

73 Timberg, “Facebook made big mistakes in data it provided to researchers, undermining academic work.” 

72 Alba, “Facebook sent flawed data to misinformation researchers”; Nayak, “New privacy-protected Facebook data for 
independent research on social media’s impact on democracy.” 

71 Shiffman, “Tools for Platform Research.” 

70 United States, “Digital Services Oversight and Safety Act.” 
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Principles to promote accountable journalism.79 News organizations also maintain their own ethical 
standards to guide analysis and use of digital platform data.80  
 
Ultimately, it is essential that research focused on public platform data is conducted in ethical and 
rights-advancing ways. Researchers, regulators, and platforms all should advance transparent, 
enforceable standards that evolve alongside digital systems.  

B.​Barriers to Independent Research 

Independent research with public platform data faces significant barriers.81 Platforms have restricted 
research and many researchers are in turn relying on commercial data vendors for access to data. 
Research barriers are not new, but they are growing.82 

Restrictions on Data Access 

Barriers to data access are substantial. A 2024 survey of over 100 researchers found that more than 
half had abandoned projects due to lack of data access.83 CITR’s 2025 State of Independent Tech 
Research report found that data access is a primary obstacle to independent platform research.84  
 
It might seem contradictory to suggest that public platform data is difficult to access. While data may 
be visible to thousands, millions, or even hundreds of millions of platform users, platforms do not 
always facilitate or enable collection of data at scale, which is required for real accessibility. 
Sophisticated technical skills should not be required for journalists, civil society groups, and 
academics to be able to analyze public platform data. Furthermore, legal risks, research restrictions, 
and the oversight of research collaborations by platform companies create access difficulties.85  
 
Many platforms initially tolerated independent platform research. In 2019, Facebook expanded access 
to CrowdTangle, a tool it had acquired in 2016, promising to help researchers bring “more 
transparency into the spread of public content across Facebook’s platforms.”86 Twitter, too, actively 
promoted academic research, offering developer APIs87 and dedicated tools for academics,88 citing the 
platform’s belief in “the value of an open exchange of information.”89 
 
However, in 2023 and 2024, some of the world’s largest platforms significantly reduced researcher 
access. Meta shuttered CrowdTangle, the transparency tool frequently used by journalists and 

89 Twitter, “Twitter data for academic research.” 

88 Roth and Gadde, “Expanding access beyond information operations”; Twitter, “Twitter data for academic research.” 

87 Kim et al., “The Story of Goldilocks and Three Twitter’s APIs.” 

86 Shiffman and Silverman, “CrowdTangle Opens Public Application for Academics.” 

85 Agre, “Toward a Critical Technical Practice”; DeTar, “On Selling Out”; Matias, “Why We Need Industry-Independent 
Research on Tech & Society”; Vertesi and Matias, “Divesting from Big Tech”; Whittaker, “The Steep Cost of Capture.” 

84 Coalition for Independent Technology Research, “Power in Numbers.” 

83 Reynolds, “Findings from a Survey of Researcher Pain Points.” 

82 Bundtzen and Schwieter, “Access to Social Media Data for Public Interest Research.” 

81 Freelon, “Computational Research in the Post-API Age.” 

80 AFP, “AFP editorial standards and best practices”; New York Times, “Ethical Journalism.”  

79 International Fact-Checking Network, “Commit to Transparency.” 
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researchers all around the world.90 X imposed steep fees on its API, effectively locking out most 
researchers.91 Reddit revised its Data API terms, introducing new rate limits that researchers claim 
undermine research.92 Many of these platforms have changed access rules repeatedly since 2006, 
disrupting research projects midstream.93 Each of these moves inhibit research and require 
researchers to retool methodologies and reorient studies.94 
 
CrowdTangle was widely available for researchers that included journalists and civil society 
organizations. Its replacement, the Meta Content Library (MCL), is less accessible for some journalists 
and civil society organizations.95 Platforms have also added new restrictions on how data may be 
used, refreshed, or shared.96 In aggregate, these moves have placed some research access behind 
paywalls or within clean rooms controlled by platforms. Platforms have also introduced new 
requirements for approval of publications that rely on platform data, threatening the independence of 
research.  
 
As independent researchers face growing barriers, many platform business models are built on the 
collection and monetization of extensive user data, including without informed consent of users.97 This 
includes the provision of data to advertisers as well as for the training of LLMs.98 Meta, for example, 
trains its AI systems with publicly available information, including public Facebook posts and 
comments.99 Reporting suggests Meta is also seeking to access photos in users’ camera libraries.100  
 
Even as regulation demands new forms of data access for researchers, platforms are complying in 
ways that seek to limit independent scrutiny of the platform.101 The European Commission, responsible 
for enforcement of the DSA data access requirements, opened proceedings against multiple platforms 
for alleged shortcomings in enabling researcher access to publicly available information. This includes 
investigations focused on X,102 TikTok,103 AliExpress,104 and Facebook/Instagram.105 As of November 
2025, the Commission has found both TikTok and Meta in preliminary breach of the DSA’s obligations 
to provide researcher access to public data.106   

106 European Commission, “Commission preliminarily finds TikTok and Meta in breach of their transparency obligations under 
the Digital Services Act.” 

105 European Commission, “Commission Opens Formal Proceedings against Facebook and Instagram under the Digital 
Services Act.” 

104 European Commission, “Commission Opens Formal Proceedings against AliExpress under the Digital Services Act.” 

103 European Commission, “Commission Opens Formal Proceedings against TikTok under the Digital Services Act.”  

102 European Commission, “Commission Sends Preliminary Findings to X for Breach of the Digital Services Act.” 

101 Counts, “TikTok's Rules Deter Researchers from Crunching Data on Users, Misinformation.” 

100 Perez, “Facebook is asking to use Meta AI on photos in your camera roll you haven’t yet shared.” 

99 Associated Press, “Meta says it will resume AI training with public content from European users.” 

98 Chee, “X hit by complaints to EU over user data and targeted advertising.” 

97 Electronic Privacy Information Center, “Social Media Privacy.” 

96 Ibid.; Counts, “TikTok's Rules Deter Researchers from Crunching Data on Users, Misinformation.” 

95 Gotfredsen and Dowling, “Meta Is Getting Rid of CrowdTangle—and Its Replacement Isn’t as Transparent or Accessible.” 
94 Borchers et al., “Facebook Post Data.” 

93 Observatory on Social Media, “OSoMe Awesome Speakers.” 

92 Gilbert et al., “Survey Report”; Reddit, “Creating a Healthy Ecosystem for Reddit Data and Reddit Data API Access.” 

91 Coalition for Independent Technology Research, “Letter.” 

90 Center for American Progress, “CrowdTangle Letter.” 
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The Rise of Data Vendors 

Given the lack of consistent, platform-provided data access, data vendors have emerged as key data 
intermediaries. Researchers increasingly turn to third-party commercial tools such as Meltwater, 
NewsWhip, Tubular Labs, and Bright Data,107 or they build their own data pipelines.108 This adds 
expense and complexity to research projects and results in a fragmented research ecosystem.  
 
Platforms are racing to monetize their own private and public platform data109 as well as additional 
data across the internet.110 Third-party data companies focused on automated collection and the sale 
of LLM training datasets are booming.111 Actions taken by platforms to limit public data harvesting and 
funnel data collectors towards licensing agreements are creating barriers for independent researcher 
access as well.112 
 
Data vendors have at times specifically sought to sell themselves as tools for researchers. For 
instance, NewsWhip, a commercial tool that was acquired by ​​Sprout Social, actively marketed itself as 
a CrowdTangle replacement (“your only CrowdTangle alternative”)113 after Meta shut down the tool.114 
CrowdTangle offered free access whereas NewsWhip charges for access. 
 
Commercial vendors and civil society organizations provide access to a range of platform datasets, 
including public platform data and a broader array of publicly available information. Indeed, a 2025 
report examining third-party social media research and monitoring tools found more than 250 tools 
that offer scraping, network analysis, and social media monitoring, many of which facilitate paid 
access to public platform data in one way or another.115 
 
Commercial vendors may rely on commercial API access or independent data collection via scraping. 
Meltwater is a commercial tool that tracks information in near-real-time across platforms including X, 
Facebook, Instagram, YouTube, Reddit, Snap, Discord, and many other platforms.116 NewsWhip tracks 
information across platforms including Facebook, X, Instagram, YouTube, TikTok, web articles, and 
Reddit.117 Bright Data offers automated collection tools as well as precollected datasets.118 
 
Civil society groups also offer data access tools. Junkipedia, built by the Algorithmic Transparency 
Institute, a project of the National Conference on Citizenship, monitors information across 15 different 

118 Bright Data, “Limitless web data infrastructure for AI & BI.”  

117 Newswhip, “Stay ahead of emerging issues.”  

116 Meltwater, “The Complete Boolean Library”; Meltwater, “Social Listening & Analytics.” 

115 See Miles, “From Dashboards to Data Acquisition.”  

114 NewsWhip, “NewsWhip, your only CrowdTangle alternative.”  

113 Quigley, “Six key features for newsrooms seeking a CrowdTangle replacement.” 

112 Reuters, “Reddit to update web standard to block automated website scraping.”  

111 Nulty, “Top 5 AI Training Data Providers of 2025”; Perez, “Meta drops lawsuit against web-scraping firm Bright Data that 
sold millions of Instagram records”; Privacy International, “Large language models and data protection.”  

110 Li et al., “LLM-PBE.” 

109 Reddit, “Addressing the community about changes to our API.” 

108 Meyer et al., “Enhancing the ethics of user-sourced online data collection and sharing."  

107 Meltwater, “The Complete Boolean Library”; Meltwater, “Social Listening & Analytics”; Miles, “From Dashboards to Data 
Acquisitions”; NewsWhip, “Stay ahead of emerging issues, identify critical moments, and track the spread of misinformation 
with NewsWhip.” 
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social media platforms, including Facebook, Instagram, YouTube, X, TikTok, and Telegram.119 
Junkipedia explicitly focuses on supporting researchers, journalists, grassroots activists, and other 
institutions.120 Other commercial platforms also provide researchers with free or discounted access. 
The Bright Initiative, from Bright Data, provides selected non-profit organizations, academic 
institutions, and public bodies with pro-bono data access.121 

 
However, the legitimacy of data access by some of these third-party data providers continues to be 
contested by platforms and users, whose data has often been used without their knowledge or 
consent.122 Platforms have, at times, attempted to restrict data access for commercial vendors and 
introduce barriers to inhibit automated collection. In LinkedIn v. HiQ123 and Meta Platforms vs. Bright 
Data, for example, platforms challenged commercial vendors for unauthorized collection of public 
platform data.124 These tensions further underscore the need for standardized data categories and 
access mechanisms for independent researchers to access public platform data outside of 
commercial tools. 

C.​An Incomplete Understanding of our Information Ecosystem 

Barriers to data access have created deep blind spots in understanding the digital information 
ecosystem. Systematic reviews of peer-reviewed publications further demonstrate that existing 
research on platforms is highly uneven, concentrated on a few platforms, in a few languages, and in a 
few countries. 
 
A review of papers published between 2017 and 2021 in ten top academic journals found that nearly 
half of all studies relied exclusively on Twitter data, despite Twitter’s smaller total user base than other 
major platforms.125 This focus does not necessarily reflect Twitter’s societal importance in particular 
information environments, but its historically generous data access policies.126 Facebook has also 
received more attention in research largely due to CrowdTangle, before Meta shuttered it in 2024.127 In 
contrast, commonly used platforms like YouTube, TikTok, Instagram, Pinterest (four of the five most 
used platforms in the US128), and newer platforms have been far less studied.  
 
Moves by X, Meta, and Reddit to restrict API access threaten the public’s already-limited 
understanding. Without access, researchers cannot evaluate platform design, amplification, or risks. 
The voluntary nature of data access gives platforms a perverse incentive. If they restrict research, they 

128 Gottfried, “Americans’ Social Media Use.” 

127 Zhang et al., “Center-Left and Right-Wing News, YouTube, and Twitter as Key Connectors in the Social Media System.” 

126 Tromble, “Where Have All the Data Gone?”  

125 Norton and Shapiro, “How to Better Study—and Then Improve—Today’s Corrupted Information Environment.”  

124 United States District Court for the Northern District of California, “Order Denying Meta’s Motion for Partial Summary 
Judgment; and Granting Bright Data’s Motion for Summary Judgment.” 

123 United States Court of Appeals for the Ninth Circuit, “Opinion.” 

122 Perez, “Meta drops lawsuit against web-scraping firm Bright Data that sold millions of Instagram records”; Privacy 
International, “Large language models and data protection.” 

121 Bright Data, “The Bright Initiative.”  

120 Ibid. 

119 Junkipedia, “Untangle the online conversation across social media to decode what really matters.” 
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may be able to reduce scrutiny.129 For example, investigations into platform design decisions at Apple 
and Google suggest that platform design choices frustrate transparency and oversight.130  
 
Analysis of platforms also focuses primarily on Western countries and the English language.131 
Two-thirds of papers from the 2017-2021 study focused only on Western countries and 60% of the 
studies were focused on English-language data.132 A study conducted by the International Panel on 
the Information Environment found significant gaps in the study of non-English information.133 A further 
systematic review of worldwide causal and correlational evidence on digital media and democracy 
similarly found dozens of studies focused on the US, South Korea, and Europe, but just a handful 
exploring dynamics in Africa and Latin America.134 Other commenters have argued that online 
information ecosystem research does not sufficiently capture Global Majority trends.135  
 
These imbalances leave many parts of the world and many digital platforms understudied. Knowledge 
gaps also weaken the evidence base for effective journalism and oversight.  

IV. Policy Landscape for Research 
Advocates have pushed for stronger transparency from digital platforms, leading to the development 
of both voluntary and regulatory transparency regimes. These efforts broadly aim to ensure platforms 
disclose information about their operations, policies, recommender systems, and moderation practices 
to users, researchers, and regulators. While some transparency practices are shaped by platforms’ 
own policies, both voluntary commitments and regulation play a central role in defining how platform 
information is shared and accessed. Privacy laws and ethical research frameworks also influence both 
the scope and manner in which data can, and should, be made available to independent researchers. 
Appendix A describes these frameworks in more detail.  
 
Digital platforms have experimented with voluntary transparency measures, though their consistency 
and depth vary significantly. Some companies publish transparency reports on content moderation or 
government requests, which are tracked by Access Now’s Transparency Reporting Index.136 
Collaborative frameworks such as the Santa Clara Principles137 the EU’s Code of Conduct on 

137 Access Now et al., “Santa Clara Principles on Transparency and Accountability in Content Moderation.” 

136 Access Now, “Transparency Reporting Index.” 

135 Carnegie interviewed fifty-four experts on the information environment who have long-term, on-the-ground experience in 
twenty-nine countries across Asia, Latin America, Africa, and the Middle East. See Lai, “Understanding the Information 
Environment.” 

134 Budak et al., “Misunderstanding the Harms of Online Misinformation”; Lorenz-Spreen et al., “A Systematic Review of 
Worldwide Causal and Correlational Evidence on Digital Media and Democracy.” 

133 A systematic review and meta-analysis of 4,798 peer-reviewed publications finds that “[o]ne of the critical next steps for 
both systematic reviews and meta-analysis is to incorporate research findings published in languages other than English, by 
researchers around the world, with data about users who consume content in other languages.” See International Panel on 
the Information Environment, “Strategies for Improving the Global Information Environment.” 

132 Norton and Shapiro, “How to Better Study—and Then Improve—Today’s Corrupted Information Environment.”  

131 Tavishi, “Platform Transparency under the EU’s Digital Services Act.” 

130 Kollnig and Shadbolt, “How Decisions by Apple and Google obstruct App Privacy.”  
129 Casas et al., “Commentary: How do we get platforms to share data with independent researchers?” 
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Disinformation,138 and AI-focused efforts like the OECD AI Principles,139 encourage platforms to 
disclose information about their systems, algorithms, and AI applications. However, because these 
initiatives are non-binding they may provide incomplete data,140 and companies have retreated from 
commitments with little consequence.141  
 
Given the limitations of voluntary action, governments have moved toward regulation to require 
independent access to platform data. The DSA requires large platforms and search engines to provide 
researchers access to both public and non-public platform data for the study of systemic risks.142 In 
the US, proposed bills such as PATA143 or DSOSA144 would create obligations for platforms to share 
certain kinds of public platform data. Other jurisdictions, including the UK, Brazil, and Singapore, have 
passed or proposed laws that emphasize transparency and safety but vary in whether they guarantee 
data access for researchers. Many of these laws include explicit carveouts for certain types of data 
that should never be treated as public. For example, as originally introduced, PATA excludes private 
messages, biometric information, and precise geospatial information.145 Privacy laws in countries 
around the world further implicate access and use of platform data. 
 
Taken together, voluntary initiatives and regulatory frameworks reflect a global effort to improve 
transparency in digital governance. Voluntary measures have fostered norms and encouraged 
experimentation but remain incomplete and inconsistent. By contrast, regulatory regimes – especially 
the DSA – are creating enforceable pathways for researcher and regulator access to platform data, 
though implementation is nascent and legal debates persist. As platforms continue to shape the flow 
of online information, striking a balance between transparency, privacy, and accountability will be 
critical to enabling independent oversight and debate. 

V. Core Concepts 
The ongoing lack of agreed-upon definitions and mechanisms undermines efforts to operationalize 
predictable access to public platform data. This framework describes how platforms, researchers, and 
regulators across jurisdictions can enable consistent access to a minimum set of public platform data.  
 
The scope and definition of public platform data differ across national legal regimes and platform 
access mechanisms. Finding congruence across very different contexts and regimes is challenging. 
Within this broader and disparate landscape, this framework focuses on a specific subset of public 
platform data: high-influence public platform data.  
 

145 United States, “Platform Accountability and Transparency Act.”  

144 United States, “Digital Services Oversight and Safety Act.” 

143 United States, “Platform Accountability and Transparency Act.”  

142 European Union, “Digital Services Act”, Article 40. 

141 Democracy Reporting International, “Big tech is backing out of commitments countering disinformation.” 

140 Albert, “Platforms’ Promises to Researchers”; Mündges and Park, “But Did They Really?” 

139 Organisation for Economic Co-operation and Development, “AI principles.”  

138 European Commission, “The Code of Conduct on Disinformation.” 
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High-influence public platform data refers to the subset of public platform data that is most 
consequential, either because of its reach, its source, or its role in shaping what people see online. It is 
the data that tells us who holds influence, what content spreads, and how platforms themselves 
amplify certain voices. High-influence public platform data is a minimum subset of the universe of 
public platform data that researchers should be able to access. But this minimum or top tier of data 
has clear definitional boundaries – content from accounts that shape society, or that reaches 
thousands of people – and therefore offers a unifying starting point in the discussion of how to 
approach access to public platform data more broadly.  
 
This section defines core concepts relevant to the framework: 

A.​ Platforms: The platforms that should provide research access to high-influence public platform 
data. 

B.​ Information Environments: Information environments are the global, geographic, and 
linguistic environments where information is produced, disseminated, and consumed. 

C.​ Access Mechanisms: Access mechanisms are the mechanisms by which researchers access 
high-influence public platform data. 

D.​ Reasonable Understanding of Publicness: How users understand that their data is or may be 
publicly accessible, taking into account platform features and policies.​
 

A.​ Platforms  

A range of platforms may host high-influence public platform data. This section defines platforms for 
the purpose of operationalizing researcher access to high-influence public platform data. 

Definition 

Online platforms and services are public-facing websites, online services, online applications, 
or mobile applications that predominantly store, aggregate, and disseminate user-generated 
information to the public, including text, videos, images, games, audio files, or other content. 
Such platforms and services include, but are not limited to, social media, social networks, and 
search engines. Other platforms, including video game sites, content-sharing sites, virtual reality 
environments, e-commerce sites, online booking sites, app stores, and payment platforms may 
also host high-influence public platform data.  

 
The framework builds on existing definitions of platforms. Existing and proposed regulations across a 
range of countries establish definitions of platforms, including: 

●​ The DSA in the EU,146 
●​ India’s Intermediary Guidelines and Digital Media Ethics Code,147  

147  India, “Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules”; Sarkar et al., “On the 
Legality and Constitutionality of the Information Technology,” noting that “‘social media intermediary’ means an intermediary 

146 “Online platform’ means a hosting service that, at the request of a recipient of the service, stores and disseminates 
information to the public, unless that activity is a minor and purely ancillary feature of another service or a minor functionality 
of the principal service and, for objective and technical reasons, cannot be used without that other service, and the 
integration of the feature or functionality into the other service is not a means to circumvent the applicability of this 
Regulation.” See European Union, “Digital Services Act,” Article 3(i). 
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●​ Nigeria’s Code of Practice for Interactive Computer Service Platforms/Internet Intermediaries,148 
●​ The Online Safety Act in Australia,149 
●​ The Online Safety Act in the UK,150 and 
●​ PATA as proposed in the US.151  

 
Most of these regulations, proposals, and guidelines focus on social media.152 However, the framework 
adopts a definition that could include a range of platforms that host, aggregate, and disseminate 
high-influence public platform data.  
 
Legislators and regulators around the world are also increasingly working to mandate transparency in 
AI systems alongside platforms. The EU’s AI Act,153 as well as proposals in Canada,154 Brazil,155 and 
other countries would also require greater transparency related to the training and implementation of 
AI systems. These AI transparency efforts may also require access to public platform data.  

B.​ Information Environments 

What is considered high-influence public platform data can vary depending on the specifics of the 
information environment. Online information environments range from sprawling global communities 
that cut across languages, geographies, and cultures to specific countries, regions, or communities. 
Understanding how information is produced, disseminated, and consumed within different types of 
information environments is foundational for a wide range of research and policy goals. 

155 Brazil, “Projeto de Lei n° 2338, 2023.” 

154 Canada, “Artificial Intelligence and Data Act.”  

153 European Union, “Artificial Intelligence Act.”  

152 UNESCO, “Guidelines for the Governance of Digital Platforms”; United Nations, “Global Digital Compact.”   

151 “Platform” means any entity … that — (A) operates a website, desktop application, augmented or virtual reality application, 
or mobile application that–(i) permits a person to become a registered user, establish an account, or create a profile for the 
purpose of allowing the user to create, share, and view user-generated content through such an account or profile; (ii) 
enables one or more users to generate content that can be viewed by other users of the platform; and (iii) primarily serves as 
a medium for users to interact with content generated by other users of the platform and for the platform to deliver ads to 
users; and (B) has at least 50,000,000 unique monthly users in the United States for a majority of the months in the most 
recent 12-month period.” United States, “Platform Accountability and Transparency Act”, § 2(5). 

150 For the purposes of the Act “‘user-to-user services’, which is defined as internet services where content is user generated, 
uploaded or shared and may be encountered by another user of the services. This includes platforms like social media sites 
or apps, photo and video-sharing services, chat and instant messaging services, dating apps and an online or mobile gaming 
services, among others.” United Kingdom, “Online Safety Act 2023.” 

149 “For the purposes … of the Act, this Part specifies the basic online safety expectations for the following: (a) a social media 
service; (b) a relevant electronic service of any kind; (c) a designated internet service of any kind.” Australia, “Online Safety 
(Basic Online Safety Expectations) Determination 2022, F2022L00062.” 

148 “Interactive Computer Service Platforms” otherwise referred to as a “Platform” in this Code, means any electronic medium 
or site where services are provided by means of a computer resource and on-demand and where Users create, upload, 
share, disseminate, modify, or access information, including websites that provide reviews, and gaming Platforms;” and 
“Large Service Platforms” (LSP) means an Interactive Computer Service Platform/Internet Intermediary whose registered 
Users in Nigeria are more than one million (1,000,000). Nigeria, “Code of Practice for Interactive Computer Service 
Platforms/Internet Intermediaries.” 

which primarily or solely enables online interaction between two or more users and allows them to create, upload, share, 
disseminate, modify or access information using its services.” 
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Definition 

Information environments are defined as:  

 

 

Global 
A platform’s total user base across languages and geographies.  
 

Geographic 
Users of a platform in a particular geography, including a region (e.g., Latin 
America), country (e.g., Brazil), or major subnational region within a country 
(e.g., a state, province, or large city).156  
 
Linguistic 
Users of a platform engaging in a specific language or languages (e.g., 
Portuguese).  

 
Research focused on a particular information environment will have different data needs. If 
high-influence public platform data is only defined at the global level, users, communities, and 
researchers in specific information environments would be unable to understand public conversations 
in their own community. Data with 10,000 total unique views in India or the US, for example, would be 
a far smaller percentage of total views than 10,000 total views in Solomon Islands or Malta, with much 
smaller total populations and user bases.157 Likewise, languages with fewer numbers of speakers will 
require different thresholds than speakers of the world’s most common languages. As will be 
described below, the framework incorporates both absolute and relative thresholds for high-influence 
public platform data to enable more meaningful and consistent definition in each information 
environment. These three information environments are some of the most commonly considered in 
research, but are not meant to be exhaustive, and other information environments could be examined 
for specific research projects.158   
 
User privacy risks can arise in each type of information environment. Ethical research frameworks 
should be used to manage risks in each type of environment.  

C.​Access Mechanisms 

The framework establishes three data access mechanisms to allow for researcher access to 
high-influence public platform data. Multiple access mechanisms are needed to enable ethical 

158 Wanless et al., “Assessing National Information Ecosystems.” Furthermore, certain research may also take place in 
particular thematic information environments (for example, global Real Madrid fans). Thematic research areas are expansive 
and the framework prioritizes the following environments as a starting point. 

157 With 1.4 billion people in India, 345 million in the US, 820,000 in Solomon Islands, and 540,000 in Malta. See Worldometer, 
“Countries in the world by population (2025).”   

156 The working group recognizes the technical difficulties of delineating geographic boundaries for platform data. Data flows 
across borders and there are challenges associated with geolocation and virtual private networks. Cáceres and Grant, 
“Geolocation.” 
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research in specific information environments, while also limiting infrastructure costs for platforms. 
While these mechanisms should allow for access to data beyond high-influence public platform data, 
this framework articulates a minimum set of expectations for each mechanism.  

Definition 

Access mechanisms are defined as:  

 
 

Proactive Data Interface 
A structured, platform-supported access mechanism that provides ongoing, 
real time, predictable researcher access to high-influence public platform data. 
Examples include research APIs, searchable archives, or downloadable 
datasets that are updated regularly without requiring individual requests.  
 
Custom Data Requests 
Tailored datasets provided upon request to meet the specific local or thematic 
needs of researchers. These requests may be fulfilled through bespoke 
datasets, tailored APIs, archives, or other methods. 
 
Independent Data Collection 
Researcher-initiated access to high-influence public platform data, typically 
through automated collection such as scraping or crawling. This mode of 
access preserves researcher independence and enables validation of 
platform-provided data.  

 
Note that Section VI uses the above icons to designate what types of high-influence public platform data should 
be enabled through which data access mechanism.  

 
Some platform access mechanisms and regulations define the types of researchers eligible to access 
different types of platform data. Others introduce a purpose limitation on access, requiring specific 
agreement on how data will be used. By focusing on the top tier of public platform data, this 
framework seeks to enable a variety of researchers to access high-influence public platform data, 
without requiring expansive vetting of researchers.  
 

 
Platforms should proactively establish efficient and effective data access mechanisms for researcher 
access to high-influence public platform data. They may develop these capacities internally, such as 
the MCL, or partner with a third party to develop them, such as CrowdTangle. 
 
Proactive Data Interfaces should be provided through research APIs, libraries, archives, third-party 
mechanisms, or other mechanisms necessary to activate meaningful access. Proactive provision of 
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high-influence public platform data through these mechanisms is a vital form of access as it should 
require fewer technical skills or resources than other access mechanisms. This crucial point of access 
allows a broad range of researchers, including journalists and civil society organizations, to understand 
online information systems.  
 
Platforms should provide access to high-influence public platform through a Proactive Data Interface, 
when platforms reach specific sizes in specific information environments:  
 

 
When a platform has 10 million monthly active global users, it should provide a Proactive Data 
Interface to provide researcher access to a global set of high-influence public platform data. Micro- or 
small-sized enterprises may be excluded from requirements to enable this form of data access.159  
 

 
When a platform has monthly active users in a particular country that surpass 10% of the country’s 
population, the platform should establish a Proactive Data Interface specific to that country. In this 
instance, the Proactive Data Interface should provide access to high-influence public platform data 
specific to that information environment across the four elements of the framework described below. 
For example, if a platform’s user base includes more than 10% of the population of Albania, Algeria, or 
Argentina, it should create a Proactive Data Interface that allows for access to geographically relevant 
HDC, Government and Political Accounts, Notable Public Accounts, and Business Accounts and 
Promoted Content in each country.  
 
The framework uses 10% of a country’s population as a baseline in an attempt to strike a reasonable 
balance between emerging regulatory approaches and proposals mandating data access. Existing and 
proposed platform regulations establish differentiated data access expectations based on platform 
size. The DSA defines Very Large Online Platforms (VLOPs) and Very Large Online Search Engines 
(VLOSEs) as platforms which are used by at least or 45 million European citizens per month, 
corresponding to 10% of the EU population.160 Given the outsized impact platforms of this size have 
on society, they are subject to heightened expectations.161 India’s Intermediary Guidelines and Digital 
Media Ethics Code defines significant social media intermediaries as more than 5 million Indian users, 

161 European Union, “Digital Services Act,” Article 40. 

160 The specific terminology in the DSA is “recipients of a service” as opposed to users. 

159 The European Commission, for example, defines micro enterprise as fewer than 10 employees and an annual turnover or 
balance sheet below €2 million; small enterprise: fewer than 50 employees and an annual turnover or balance sheet below 
€10 million; and medium-sized enterprise: fewer than 250 employees and annual turnover below €50 million or balance sheet 
below €43 million. See European Commission, “Micro-, Small- and Medium-Sized Enterprises.” See, also Keller, “Comment 
to Council of Europe Committee of Ministers on the Draft Recommendation on online safety and empowerment of content 
creators and users” suggesting data access requirements should be proportionate to the “size, role, and impact” of 
platforms. 
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or 0.03% of the Indian population.162 As drafted, PATA defines in-scope platforms as having a 
minimum of 50 million unique monthly users,163 or roughly 15% of the population of the US. In Nigeria, 
Large Service Platforms are defined as more than 1 million users, or 0.4% of the population.164   
 

 
When a platform has monthly active users in a particular language that surpass 10 million monthly 
active users, a Proactive Data Interface should provide high-influence public platform data in that 
language. This should include data specific to that language across the four elements of the 
framework. For example, a platform that has 25 million monthly active users whose default language is 
French should provide a Proactive Data Interface that includes HDC, Government and Political 
Accounts (where relevant), Notable Public Accounts, and Business Accounts and Promoted Content in 
French. This mirrors the global threshold and seeks to account for researcher needs in particular 
linguistic environments.  

Principles for the Proactive Data Interface  

Proactive Data Interfaces should be offered consistent with the following principles:   
1.​ Free to access 
2.​ Searchable research interface 
3.​ Real time data access  
4.​ Downloadable data sets, as long as data protection, data security, and ethical safeguards are 

in place 
5.​ Reasonable and transparent researcher rate limits  
6.​ Non-proprietary  
7.​ Shareable, as long as data protection, data security, and ethical safeguards are in place 
8.​ Predictable, with any changes to the system communicated to users with sufficient notice 
9.​ Auditable, to verify the accuracy of data provided through the mechanism (including through 

Independent Data Collection, discussed below) 
 
Data accessed through Proactive Data Interfaces should be provided via a searchable interface, such 
that keywords or trending topics can be identified absent knowing which accounts to search for 
specifically, and in a way that allows for longitudinal analysis of data over time. Proactive Data 
Interfaces should allow for data to be downloadable to facilitate analysis, the format of the data should 

164 “Large Service Platforms” (LSP) means an Interactive Computer Service Platform/Internet Intermediary whose registered 
Users in Nigeria are more than one million (1,000,000). Nigeria, “Code of Practice for Interactive Computer Service 
Platforms/Internet Intermediaries.” 

163 “Platform” means any entity … that … B) has at least 50,000,000 unique monthly users in the United States for a majority 
of the months in the most recent 12-month period.” United States, “Platform Accountability and Transparency Act,” § 2(5). 

162 India, “Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules”; Sarkar et al., “On the 
Legality and Constitutionality of the Information Technology,” noting that “‘significant social media intermediary’ means a 
social media intermediary having number of registered users in India above such threshold as notified by the Central 
Government [set at 5 million Indian users].” 
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not be proprietary, and researchers should be able to share data with one another as long as data 
protection and data security safeguards are met.165  
 
Given the importance of standardization across platforms, the largest platforms should use third-party 
verification audits to ensure the accuracy of data provision under the Proactive Data Interface.166 The 
DSA, for example, requires VLOPs and VLOSEs to conduct annual audits of obligations, including in 
relation to data access under DSA Article 40. Audits of Proactive Data Interface accuracy could help 
ensure that all of the required fields of data are being provided, that the backend methodologies for 
gathering data are robust, and that access proceeds as expected. Without regular and robust audits, 
platform compliance could suffer.167 Independent Data Collection should also serve as a check of 
accuracy. 
 

 
Specific research concerns will invariably include high-influence public platform data beyond what is 
offered through the Proactive Data Interface. For example, researchers working to understand child 
safety issues in a particular subnational region of a country might require high-influence public 
platform data beyond what is included in the Proactive Data Interface. For that reason, platforms 
should also respond to researcher requests for customized data sets across information environments, 
including cases where monthly active users fall below the established global, geographic, and 
linguistic mechanism thresholds for Proactive Data Interfaces.  
 

 
Platforms should enable Independent Data Collection of high-influence public platform data across all 
information environments. While Proactive Data Interfaces, including platform APIs, provide important 
access to public platform data, their accuracy is frequently questioned by researchers. This 
underscores the need for independent, automated collection as it provides “independence in how data 
is collected.”168 By enabling multiple access mechanisms to high-influence public platform data, this 
framework ensures comprehensive and responsive data access. One form of data access cannot 
respond to all research questions. 
 
Platforms and regulators should take steps to facilitate this access mechanism. First, legal protections 
should be in place to ensure researchers can safely engage in research with high-influence public 
platform data.169 Second, platforms should not prohibit or restrict, either technically or via their terms 

169 Abdo et al., “A Safe Harbor for Platform Research.”  

168 Scott, “Survey.” 

167 Brown, “The Problem with TikTok’s New Researcher API is Not TikTok.”; Darius, “Researcher Data Access Under the 
DSA.” 

166 Pierce, “‘Views’ are lies.” 

165 Freelon, “Computational Research in the Post-API Age.” 
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of service,170 independent access to high-influence public platform data.171 Lastly, as for all other 
access mechanisms, researchers using these tools should adhere to ethical and data protection 
standards. 
 

Summary of Platform-enabled Access Mechanism Thresholds 

 

D.​Reasonable Understanding of Publicness  

The Better Access framework is scoped to data that users would reasonably understand to be public. 
Because privacy is contextual – what a user considers to be private or public may depend on the 
circumstances – it is challenging to draw clear boundaries around this scope. This section explains the 
factors used to determine the absolute and relative thresholds for public platform data described in 
Section VI, and how those factors influence users' expectations about whether their information 
should be considered public and available for research. The purpose of defining what is meant by 
reasonable understanding of publicness is to align data access regimes with what an average user 
would reasonably expect, following existing privacy standards and policy best practices. 

Definition  

A reasonable understanding of publicness exists when a user interacting with a platform would 
reasonably understand that their data is or may be publicly accessible, taking into account 
platform features and policies. 

 

171 Davidson et al., "Platform-controlled social media APIs threaten open science."  

170 Facebook, “Terms of Service.” 
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Both privacy and risks are contextual, and preferences about both will vary across any given platform’s 
user base. Considering multiple factors when determining reasonable understanding of publicness is 
an approach that seeks to advance user privacy, enable ethical research, and account for the ways in 
which information flows within our online information ecosystem. To read more about research on 
privacy and its contextuality, see Appendix B.  
 
The following factors inform the absolute and relative thresholds for public platform data described in 
Section VI: 

●​ Platform Policies and User Settings: Platforms may have terms of service and privacy 
policies that default towards broad public availability. User-facing policies are often written in 
technical language.172 Many users do not engage with these policies and the complexity of 
policies are a key reason users do not engage with or sufficiently understand policies and 
terms of service for platforms.173 Platforms often default users to settings that enable the public 
visibility of data.174 Such defaults are “sticky,”175 given that platform design interfaces can make 
it difficult for users to modify their default settings.176 Network effects and design patterns may 
further nudge users towards defaults for public availability.177  
 
That said, several platforms have worked to improve user-facing communication around 
platform policies. Meta, for example, has a central page to explain their privacy settings and 
tools.178 Snap,179 Spotify, and YouTube180 all provide similar explainers. Platforms also maintain 
terms of service for developers and, occasionally, researchers who access platform-provided 
research tools. Nonetheless, even with improvements in how policies are communicated, users 
do not always understand when their data is private and when it is or may be publicly 
accessible.  
 
Additionally, platforms’ terms of service may also include provisions that establish expectations 
for permissible research. Users may be asked to agree to restrictions on data access that 
intersect with relevant national or regional regulation that requires data access (e.g., the DSA).  
 

●​ Platform User Experience: Platform design offers users signals for whether data is or may be 
publicly available. Platforms communicate to brands about organic and inorganic ways to 
expand the reach of content, signalling that greater public visibility is expected and desirable.181 
Similarly, platform marketing for businesses can be a signal of how content can be expected to 
be seen outside their immediate network, both through engagement and paid advertising.182  

182 TikTok, “Find and Reach Your Target Audience.”  

181 LinkedIn, “Boost a post to reach a wider audience.” 

180 YouTube, “Privacy.” 

179 Snap, “How Do I Change My Privacy Settings on Snapchat?” 

178 Facebook, “Basic Privacy Settings & Tools.” 

177 Marwick and boyd, “Networked Privacy”; Waldman, “Cognitive biases, dark patterns, and the ‘privacy paradox’.” 

176 Beaumont, “GPEN Sweep 2024 on deceptive design patterns.” 

175 Ben-Shahar and Pottow, "On the stickiness of default rules." 

174 Kelly, “Venmo privacy settings to change now.” 

173 Benoliel and Becher, “The Duty to Read the Unreadable”; Obar and Oeldorf-Hirsch, “The Biggest Lie on the Internet.” 

172 Lomas and Dillet, “Terms and Conditions Are the Biggest Lie of Our Industry.” 
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●​ Account Verification: Platforms provide opportunities for certain categories of users to verify 

the authenticity of their accounts. For example, YouTube,183 Meta,184 Spotify,185 TikTok,186 and 
other platforms allow some individuals, public businesses, and content creators to verify their 
accounts, signaling intent for public reach. These platforms, alongside Bluesky,187 may also 
verify government officials and journalists in some countries and some instances. Verification 
may also require accounts to have significant reach or engagement (YouTube188), or to pay a fee 
(LinkedIn,189 X190). In both cases, these requirements can communicate a user's desire for, and 
understanding of, publicness. 
 

●​ Account Access Requirements: Platforms may either be free for users, have a fee, or have 
both a free and a fee-based option. Both free and fee-based platforms may host public 
platform data. Similarly, some platforms require a login to the platform in order to view its 
content. These platforms also may host public platform data. A fee or requirement for a login 
does not mean information is necessarily private given some public platforms require accounts 
(e.g., X or Facebook).  

 
Grounding definitions for public platform data in whether a typical user reasonably understands their 
information is public is an approach rooted in existing policy frameworks, proposals, and good 
practices.  
 
Australia’s Privacy Principles, for example, consider a user’s reasonable expectations when assessing 
disclosure of personal information.191 The Brazilian General Data Protection Law speaks to the 
legitimacy of a data subject’s expectation of privacy.192 In the US, a user’s reasonable expectation of 
privacy is a key element in privacy law193 that has been used in consumer protection194 and legislative 
proposals around public access to platform data.195 Europe’s GDPR similarly references expectations 

195 The Platform Accountability and Transparency Act defines “reasonably public”  as “information that the author made 
available in a manner and under such circumstances such that the author does not retain a reasonable expectation of privacy 
in the information. The fact that a user may need to register or create an account with a platform to view information does not 
preclude it [from] being deemed reasonably public.” See United States, “Platform Accountability and Transparency Act,”  § 
9(i)(6). The American Data Privacy and Protection Act defines “publicly available information” as “any information that a 
covered entity or service provider has a reasonable basis to believe has been lawfully made available to the general public 
from—...(iii) a website or online service made available to all members of the public, for free or for a fee, including where all 
members of the public, for free or for a fee, can log in to the website or online service." See United States, “American Data 
Privacy and Protection Act.” 

194 Federal Reserve, “Federal Trade Commission Act Section 5.” 

193 Busby, “expectation of privacy”; Supreme Court of the United States, “Katz v. United States.” 

192 IAPP, “Brazilian General Data Protection Law.” 

191 Australia, “Australian Privacy Principles.” 

190 X, “X Verification requirements.” 

189 LinkedIn, “Verifications on your LinkedIn profile.” 

188 YouTube, “Verification badges on channels.”  

187 Bluesky, “Bluesky for Journalists.” 

186 TikTok, “Verified Accounts on TikTok.” 

185 Spotify, “Spotify for Creators’ Monetization Options.” 

184 Meta, “Partner Monetization Policies.” 

183 Google, “YouTube Partner Program overview & eligibility.” 
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of data subjects, and sets standards for privacy safeguards in relation to disclosure.196  
 
These legal and legislative standards are mirrored by independent efforts to advance ethical and 
privacy respecting research on digital platforms. The European Digital Media Observatory (EDMO) 
Working Group on Platform-to-Researcher Data Access recommends consideration of whether a 
reasonable user would understand whether their data is publicly available when considering necessary 
ethical safeguards.197 These recommendations include the consideration of “what a reasonable data 
subject would understand regarding the extent to which their data is publicly available, taking into 
account platform features and conventions.”198 The Reasonable Expectations and Potential Impact 
Risk Framework included in the code suggest that the greater the expectation of publicness the lesser 
the privacy risk (while noting that some risk may nonetheless remain).199   

 

199 Ibid. 

198 Ibid.  

197 The Working Group on Platform-to-Researcher Data Access recommends considering: a) The likelihood that the data has 
reached or will reach a substantial public audience. (The posts of a notable public account, for example, might be considered 
more in the public domain than those of an ordinary user.) and b) What a reasonable data subject would understand 
regarding the extent to which their data is publicly available, taking into account platform features and conventions. See 
Working Group on Platform-to-Researcher Data Access, “Report of the European Digital Media Observatory’s Working Group 
on Platform-to-Researcher Data Access.” 

196 European Union, “General Data Protection Regulation.” 
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VI. Framework for High-Influence Public 
Platform Data 
This framework establishes the minimum expectations for researcher access to high-influence public 
platform data. Platforms should be expected to enable researchers to access high-influence public 
platform data through each data access mechanism and online information environment.  

 

The framework identifies four categories of high-influence public platform data: 

 

Highly Disseminated Content: Posts or videos that achieve exceptional reach or 
engagement, shaping the public agenda. 

 

Government and Political Accounts: Posts from accounts belonging to elected 
officials, candidates, political parties, and government institutions. 

 

Notable Public Accounts: Content from accounts belonging to celebrities, 
journalists, civic leaders, or other public figures whose reach gives them outsized 
influence. 
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Business Accounts and Promoted Content: Advertising and commercial 
messaging, which can sway consumer behavior, public health, or public trust. 

For each category, this section spells out criteria for how relevant data is defined, as well as the ways 
it should be accessed. These categories are defined by clear numeric thresholds, while broadly taking 
account of a general user's reasonable understanding of publicness at scale.  
 
The absolute and relative numeric thresholds specified for each category below are designed to 
provide clarity and predictability for researchers, policymakers, and platforms. They are informed by 
experiences conducting independent research as well as platform data access programs. They should 
be operationalized alongside implementation of strong researcher ethics and privacy safeguards. The 
definition of what is considered high-influence public platform data can be subject to a lower bound – 
specific information environments so small that their data should no longer be treated as public. This 
lower bound is necessarily contextual and should be informed by a user's reasonable understanding 
of publicness and ethical research frameworks.  
 
For data to be made available via data access mechanisms, the accounts, groups, pages, or other 
platform-specific elements must be set to public. Data that a user restricts to a private audience is, by 
definition, not public platform data. 

A.​ Highly Disseminated Content  

HDC refers to posts or videos that achieve exceptional reach or engagement, shaping public 
discourse. Historically, platform data access mechanisms have enabled research with HDC. HDC 
provides a critical lens for understanding how information circulates online, including how platforms 
influence the visibility of information and how users encounter, interact with, and disseminate content. 
To support consistent access to HDC across different information environments, this framework 
defines HDC using clear absolute and relative thresholds for reach and engagement.  
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Definition 

 

Research routinely finds that reach and engagement on many digital platforms follow power law or 
heavy-tailed distributions. A small minority of user accounts or content capture a disproportionately 
large share of total attention. Beginning in the early days of social media, empirical studies have noted 
power law distributions of account and content popularity.200 Recent studies have explored these 
dynamics on YouTube,201 TikTok,202 Facebook,203 among other platforms.  

Rationale for Absolute Thresholds for HDC 

Because of this power law distribution, for most platforms only a small percentage of content 
accounts for the majority of reach and engagement.204 Setting absolute thresholds at 10,000 or more 
instances of total distribution and 1,000 engagements captures this influential subset while excluding 
the vast majority of platform data. The absolute HDC threshold thus captures the small percentage of 
data that makes up the majority of reach and engagement for most platform users. This absolute HDC 
threshold enables clear, bright line boundaries for platforms to include in the Proactive Data Interface.  

204 Narayanan, “Understanding Social Media Recommendation Algorithms.” 

203 Edelson et al., “Measurement and Metrics for Content Moderation.” 

202 Steel et al., “Just Another Hour on TikTok.” 

201 McGrady et al., “Dialing for Videos”; Munger et al., “Pressing Play on Politics.”  

200 Johnson et al., “Emergence of Powers Laws in Online Communities.” 
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Rationale for Relative Thresholds for HDC 

Absolute thresholds, however, will not translate across information environments equally. 10,000 views 
in India or the US, for example, would be a far smaller percentage of total views than in Solomon 
Islands or Malta, with much smaller total population and user bases.205 As such, relying only on 
absolute HDC thresholds would prohibit effective research related to information environments – like 
small countries or languages with fewer speakers – where content would less frequently reach the 
threshold of 10,000 views.  
 
For this reason, HDC is also defined through relative thresholds for reach and engagement, namely the 
top 2% of reach or engagement in a particular information environment. Relative HDC thresholds 
enable consistent definition of high-influence public platform data in each information environment.  
 
When using a relative HDC threshold, however, there will be a point where the information environment 
is too small to be considered to contain HDC. Those accounts posting content in the top 2% of data 
by reach or engagement in a small information environment might be seen or engaged with by only a 
handful of people. Account holders likely would not expect such posts to be considered HDC, or their 
data to be high-influence in accordance with this definition. The framework does not recommend an 
absolute number for the minimum size of an information environment as this would be contextual on 
the facts of the research. Researchers are expected to carefully consider user privacy and to advance 
ethical practices when developing their methodologies.  

Transparency and Verification of HDC Reach and Engagement Metrics 

Platforms should publicly disclose their methodologies for determining reach and engagement. Some 
platforms describe how reach or engagement metrics are developed, but others are less 
transparent.206 Reach and engagement metrics can be inconsistent across platforms and have been 
contested.207 Advertisers, for example, sued Facebook in 2018 claiming that Facebook systematically 
inflated view counts to increase advertising revenue.208 Adversarial actors have taken note and studies 
have shown how bots can be used to increase reach209 as well as engagement metrics.210 A 2025 
study of TikTok, for example, found that 46% of all comments in a sample of 18.4 million comments 
consisted of only emojis, which the authors suggest “could imply large quantities of inauthentic 
activity, as emojis would be an easy way to boost a video’s engagement while requiring limited effort 
on behalf of the bot.”211 As such, disclosure of platform methodologies and regular accuracy audits, 
including through Independent Data Collection, will be critical for the effectiveness of the framework.   

211 Steel et al., “Just Another Hour on TikTok.” 

210 Aljabri et al., “Machine learning-based social media bot detection.”  

209 Kuchhal and Li, “A View into YouTube View Fraud.”  

208 Welch, “Facebook may have knowingly inflated its video metrics for over a year.”  

207 Pierce, “‘Views’ are lies”; Silberling, “Spotify responds to backlash over public podcast play counts.”  

206 Apple, “Listener analytics”; X, “About view counts.” 

205 With 1.4 billion people in India, 345 million in the US, 820,000 in Solomon Islands, and 540,000 in Malta. Worldometer, 
“Countries in the world by population (2025).”   
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Access Mechanisms for HDC 

HDC should be accessible through multiple access mechanisms to enable research in different 
information environments. The following section describes the frameworks’ HDC thresholds across 
two sub-elements: reach and engagement.  
 

 
Reach – Greater than 10,000 instances of total distribution: A reach of greater than 10,000 strikes a 
balance between research goals, a user’s reasonable expectations of privacy, and platform 
implementation considerations. The absolute threshold for the Proactive Data Interface allows for 
platforms to have clear boundaries for inclusion of data across information environments.  

 
Research shows that content exceeding 10,000 views represents a small percentage of total content 
yet accounts for the majority of total public views. Studies focused on YouTube show a highly skewed 
distribution of views. For instance, a 2023 study analyzing a random sample of approximately 10,000 
videos on YouTube found that only 3.67% of videos surpassed 10,000 views, but these accounted for 
93.61% of all views.212 According to an analysis of data donated to the Washington Post of 
approximately 900 US users' TikTok watch histories, videos with a published view count greater than 
10,000 (measured weeks-to-months after the fact) represent 91.4% of all videos served to users in the 
study.213  
 
Engagement – Greater than 1,000 engagements: Including content with greater than 1,000 distinct 
engagements in Proactive Data Interfaces balances research objectives and user expectations of 
privacy. The absolute engagement threshold also allows for clear boundaries for inclusion of data in 
the Proactive Data Interface. 

 
The YouTube study referenced above found that just 1% of videos generated more than 100 
comments, representing over half of all comments analyzed.214 Reactions on YouTube (in this case, 
likes) are also not evenly distributed. The study found that the mean number of likes per video in the 
study was just over 16, with just eight videos (.08% reviewed) having nearly 55% of likes in the 
study.215 A 2025 study of TikTok similarly identified an unequal distribution of engagement, with 51.9% 
of videos receiving no comments.216 

216 Steel et al., “Just Another Hour on TikTok.” 

215 Ibid. The mean number of likes in the sample was 16.48, with a median of 0, maximum of  17,517, and minimum  of 0. 
Even more videos have no likes than have no comments (8,884 or 88.71%). The log-transformed distribution is in Figure 8, 
and Q-Q plot in Figure 9. Eight videos (.08%) account for 54.91% of all likes in the sample.   

214 The mean number of comments per video in the sample is 5.32, with a median of 0, maximum of 856, and  minimum of 0. 
Most  videos  (72.64%) had no comments. The 1.04% of videos with more than 100 comments (104) account for more than 
half (54.60%) of all comments in the sample. See McGrady et al., “Dialing for Videos.” 

213 The 95th percentile video by view count in the sample of videos shown to participants in that experiment has 4,400,000 
views. Videos in the top 5% of videos by views represent 24.3% of all videos served to participants in the Post's TikTok data 
donation experiment. This is a suboptimal estimate of the distribution of views on TikTok videos because it is skewed by 
videos shown to participants in the study, where there are presumably many videos shown to effectively no one that should 
be used to calculate the distribution of view counts, but which are excluded from my sample. 

212 McGrady et al., “Dialing for Videos.” 
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The 1,000 engagements threshold allows for meaningful research on high-influence discourse while 
minimizing privacy risks by excluding the vast majority of user-generated content. 
 

 
Reach – Content within the top 2% of weekly platform reach: A relative threshold of content in the 
top 2% of weekly platform reach will enable researchers to examine high-influence content 
representing a majority of total views in a given information environment. The YouTube study 
referenced above found that the top 3.67% of views accounted for 93.61% of the total views in the 
study.217 A study of the distribution of views on Twitter similarly found a “top heavy” distribution of 
attention, where a small percentage of total content constituted the majority of views.218  
 
Engagement – Top 2% of cumulative weekly platform engagement: The distribution of 
engagement follows a broadly similar distribution to that of reach. The YouTube study confirms a 
skewed distribution of comments.219  A 2024 study of YouTube found that the top 2% of 
commentators write 50% of all of the total comments on YouTube.220 The 2021 Twitter study found 
similar dynamics, with likes, retweets, replies, profile clicks and quote Tweets overwhelmingly 
clustered alongside the highest distribution of views.221 A study of public content on Facebook 
published in 2025 also identifies a similar pattern across multiple language ecosystems, finding that 
the top 1% of content in U.S. English made up 58% of total dissemination (as well as 45% in Ukrainian 
and 57% in Russian).222 

Guidance 

Platforms have used absolute HDC thresholds for some time. This approach has enabled research and 
is operationally feasible for platforms. Appendix C summarizes thresholds for platforms’ Proactive 
Data Interfaces.  
 
Policy proposals have incorporated both absolute and relative HDC thresholds. EDMO has 
recommended absolute thresholds to understand the platform data reach,223 but to estimate the 
prevalence of information types, EDMO recommends analyzing “a random sample of public content 

223 Working Group on Platform-to-Researcher Data Access, “Report of the European Digital Media Observatory’s Working 
Group on Platform-to-Researcher Data Access.” 

222 Edelson et al., “Measurement and Metrics for Content Moderation.” 

221 Lazovich et al., “Measuring Disparate Outcomes of Content Recommendation Algorithms with Distributional Inequality 
Metrics.”  

220 Yang et al., “Coordinated link sharing on Facebook.” 

219 The mean number of comments per video in the sample is 5.32, with a median of 0, maximum of 856, and  minimum of 0. 
Most videos (72.64%) had no comments. The 1.04% of videos with more than 100 comments (104) account for more than 
half (54.60%) of all comments in the sample. See McGrady et al., “Dialing for Videos.” 

218 Lazovich et al., “Measuring Disparate Outcomes of Content Recommendation Algorithms with Distributional Inequality 
Metrics.”  

217 McGrady et al., “Dialing for Videos”; See also Munger et al., “Pressing Play on Politics.”  
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weighted by views (10,000 views – but to be adapted to population size of a [European] member state) 
in the monitored period, per member state and language.”224  
 
Regulatory proposals also focus on enabling access to HDC. DSA Article 40 specifically requires 
platforms to provide access to “real-time” data that is “publicly accessible in their online interface,”225 
including HDC (as well as other data). As originally drafted, PATA in the US includes an absolute 
threshold for HDC.226 The proposal for DSOSA would require platforms to provide certified researchers 
access to “high-reach” and “high-engagement” public content and tasks the FTC with defining these 
terms.227 

 
Summary of Highly Disseminated Content Thresholds 

 

B.​Government and Political Accounts  

The important role government officials play in making decisions that impact people’s everyday lives 
makes it critical for the public to understand the types of information these officials are sharing in our 
online information ecosystems. For this reason, Government and Political Accounts are included in the 
framework, referring to content from accounts belonging to elected officials, candidates, political 
parties, and government institutions. 

227 United States, “Digital Services Oversight and Safety Act.”  

226 United States, “Platform Accountability and Transparency Act,” § 9. Section 9 recommends that the Federal Trade 
Commission (FTC) define an appropriate definition of “highly disseminated,” that “may include engagement, views, reach, 
impressions, or other metrics, provided that a piece of content must have been viewed by at least 10,000 unique users to 
qualify.” 

225 European Union, “Digital Services Act”, Article 40. 

224 Nenadić et al., “Structural Indicators of the Code of Practice on Disinformation.” 
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Definition 

 

Implementation Discussion 

Government is defined to include all branches of government, and is inclusive of national, international, 
and regional governments. At the national level, government officials include: 

●​ Heads of state: monarch, emir, president, etc. 
●​ Executive leaders: president, prime minister, etc. 
●​ Members of a national legislature: congress, parliament, national assembly, etc.  
●​ Members of national court bodies: Supreme Court, High Court, Constitutional Court, etc. 

 
Government officials increasingly use digital platforms228 to strategically communicate with citizens229 
and signal political agendas.230 Furthermore, studying public communication from government officials 
is essential for transparency and public trust.  
 

230 Russell, Tweeting Is Leading. 

229 Kreiss et al., “In Their Own Words.”  

228 Connolly et al., "Explaining the varying levels of adoption of e-government services in American municipal government”; 
Norton and Shapiro, “How to Better Study—and Then Improve—Today’s Corrupted Information Environment.” 
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A government official may use different types of accounts, including an official government account, a 
campaign account, and/or a personal account. Each of these accounts and related data can be 
considered high-influence public platform data, according to the definitions below.  
 
It is also worth noting explicitly that it is generally easier to define these categories in democracies, in 
which specific political processes like elections, candidate registration, and reporting requirements 
exist, as compared to other forms of government where such processes are absent. The framework is 
equally applicable in non-democracies, but there may be increased difficulty in articulating who is a 
political entity in those contexts.  

1.​ Persons elected or assigned through a political process to a major government position 

Public office holders are included in Government and Political Accounts. It would be simplest to apply 
this directly: anyone elected or assigned to a government position should be included in the definition 
of high-influence public platform data, given their status and expectation that they speak publicly. 
However, such a comprehensive definition poses both implementation challenges and privacy and 
ethical trade-offs, given the varied nature of levels of government across countries. 
 
Around the world, there are millions of international, national, and local government officials. In India, 
for example, there are over 3 million elected representatives at the local level,231 and 800 members of 
the national parliament.232 In Brazil, there are more than 5,000 local governments, each with mayors 
and municipal legislative chambers.233 In Myanmar, there are more than 600 members of the national 
legislature (Pyidaungsu Hluttaw), many of whom are unelected or are assigned the position through 
unelected means.234 This presents a logistical challenge for maintaining lists of current elected officials 
at every level of government on a global scale, and underscores that not all government officials would 
have the ability to speak in an official capacity nor reasonably believe they were doing so.   
 
To operationalize a manageable definition of a major government position, this framework includes the 
following:  

 

 
For the National Level: Platforms should identify and provide data related to major government 
officials who are elected or appointed to national office in the Proactive Data Interface. This includes 
any heads of state, executive leaders, any members of a national legislature, and any members of 
national court bodies.  

 

234 Myanmar, “Pyidaungsu Hluttaw.” 

233 Marenco, “Local Government, Brazil.” 

232 Sabha, “Members of Parliament.” 

231 India Development Review, “Local Government in India.” 
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For the National and Subnational Level: In many countries, there are subnational government 
designations (states, provinces, regions, cities, municipalities, districts, etc.). Provided they meet the 
requirements of publicness outlined above, the data produced by elected or appointed government 
leaders within these subnational designations are high-influence public platform data. Research 
projects may therefore necessitate the compilation of elected officials and government positions below 
the national delegation. In these instances, independent researchers should be able to identify relevant 
subnational accounts or content and pursue the associated data through Custom Data Requests and 
Independent Data Collection mechanisms.  
 
As some individuals may use public personal or campaign accounts for official purposes,235,236  
independent researchers should also be able to access such data if not provided by a platform.  

2.​ Registered political candidates running for office, beginning from when they register as a 
political candidate to when they are elected, or for up to 120 days after the election if 
candidate is not elected to position 

Data from campaign or public accounts of registered candidates who aspire to the governing positions 
outlined above including heads of state, executive leaders, members of a national legislature, and 
members of national court bodies should be considered high-influence public platform data.  
 

 
For the National Level: Platforms should proactively identify registered candidates running for 
national office, and include data from those candidates in the Proactive Data Interface. This also 
includes any registered candidate running or those in a succession line for heads of state, executive 
leaders, or campaigning to be members of a national legislature or national court body.  

 

 
For the National and Subnational Level: For research projects or information environments that 
require granular analysis of candidates beyond the national level, independent researchers should be 
able to identify relevant accounts and pursue associated data through Custom Data Requests and 
Independent Data Collection mechanisms. This category also includes other figurehead political 

236 Federal Election Commission, “Making Electioneering Communications.” 

235 The United States Supreme Court has put forth a two-part test as to when a government official’s personal account is 
used for official purposes, or “state action.” See Supreme Court of the United States, “Lindke v. Freed.”  While Lindke 
addresses this use in the First Amendment context and does not extend to electioneering, the principle of access to 
information presented by public figures such as candidates for political office demonstrates a public interest in ensuring 
independent researcher access to campaign-related communications made via personal social media accounts.  
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figures, including religious figures in contexts in which those leaders have power over decision-making 
in a country.  
​
Historically, communications from candidates in the US have been considered public in that they are 
disseminated to the public, and in that they are subject to public reporting requirements.237 Some 
platforms already publicly label candidate and campaign accounts and others track additional 
candidates and groups internally, but platforms have not used labels consistently across countries. 
Beginning in 2018, for example, Twitter introduced labels in the US for candidates running for 
governor, the US Senate, or US House of Representatives.238 YouTube includes candidate information 
panels for US federal candidates.239 Platforms should work with electoral management bodies to 
confirm candidate lists and validate information, particularly during election periods.240 
 
Given the potential volatility of political transition, political candidates' accounts (individual or 
campaign) should remain accessible for up to 120 days following an election, if the candidate was not 
elected. The time period of 120 days is necessary to capture important post-election candidate 
conduct. Meta, for instance, considers candidates to be public officials for 30 days after an election 
result, even if they have lost.241 Following that point, winning candidates should be incorporated into 
the framework as public officials (above), and losing candidates’ data should be removed from being 
considered as public platform data by virtue of their political entity status (but could still qualify 
through other means, such as by being a Notable Public Account or by distributing HDC).  

3.​ Political parties and party officials 

Given the major role that political parties play in governments and political processes of many nations, 
their accounts should be included in high-influence public platform data. A political party is a formal 
organization that organizes public opinion, communicates demands and priorities, and engages in 
political recruitment.242  

 

 
For Major Political Parties: To facilitate provision of data, the framework focuses on major political 
parties: any party that has won at least 5% of seats (or in non-proportional representation states, has 

242 This definition of political parties also requires a certain constancy: “(1) continuity in organization—that is, an organization 
whose expected life span is not dependent on the life span of current leaders; (2) manifest and presumably permanent 
organization at the local level, with regularized communications and other relationships between local and national units; (3) 
self-conscious determination of leaders at both national and local levels to capture and to hold decision-making power alone 
or in coalition with others, not simply to influence the exercise of power; and (4) a concern on the part of the organization for 
seeking followers at the polls or in some manner striving for popular support.” See LaPalombara and Weiner, “The Origin and 
Development of Political Parties.” 

241 Facebook, “Policy Forum.”  

240 The Carter Center, “Election Management.” 

239 YouTube, “Election information panels.” 

238 Coyne, “Introducing U.S. Election Labels for Midterm Candidates.” 

237 Ibid. 
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won at least 5% of the vote at a national level) in the national legislative body in the most recent 
election.243 This is a more conservative definition than some researchers have used.244 

 
Platforms should proactively identify accounts associated with the primary leaders of major political 
parties at the national level and include data from those organizations in the Proactive Data Interface. 
 

 
For Minor Political Parties: In principle, all political parties – even minor ones – are crucial to 
understanding an electoral or governing environment. Furthermore by definition, political parties and 
officials engage publicly and seek to engage constituencies and the wider public. For that reason, 
researchers should be able to identify relevant accounts of all political parties and their officials at both 
the national and subnational level, and they should be able to pursue the data produced by those 
accounts through Custom Data Requests and Independent Data Collection mechanisms.  

 
Accounts associated with the regional or local leaders of major political parties, as well as accounts 
associated with leaders of minor political parties should also be considered public and should be 
accessible through Custom Data Requests and Independent Data Collection mechanisms.  

4.​ Government institutions and related officials, such as agencies, ministries, committees, 
and departments from all branches of government 

Within any national government exists a series of institutions – across all branches of government – 
that are critical for performing core government functions. The online data associated with these 
institutional and official accounts are also important for understanding our online environment. These 
include agencies, national ministries, courts, legislatures (including caucuses, commissions, and 
coalitions), departments, independent regulatory bodies, commissions, and state media, where 
applicable, as well as their senior officials, when operating in their capacity as government workers.  

 

 
For the National Level: Platforms should proactively identify official accounts associated with national 
government institutions and make these data available through the Platform Data Interface. In 
addition, the senior officials (secretaries, ministers, or other leaders) of these institutions serve a crucial 
role in speaking for their respective institutions, so their accounts – both official and personal if those 
accounts are public – should also be included.  

244 Comparative research on political parties defines a threshold for inclusion in a variety of ways, including parties that won 
“3% or more in the national election immediately prior to the survey or that elected at least one representative to the national 
or European parliament” (Jolly et al., “Chapel Hill expert survey trend file, 1999–2019.”) or all parties “represented in 
parliament with at least one seat (in established democracies) or with two seats (in young democracies or countries with 
highly fragmented party systems)” (Merz et al., “The Manifesto Corpus.”). 

243 Cottrell and Ghai, “The Role of Constitution-Building Processes in Democratization.” 
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For the National and Subnational Level: Government institutions at the subnational level also 
conduct critical work and share public communications. Research needs within particular information 
environments may necessitate granular compilation of elected officials and government positions, or 
the collection of lower-level institutions (state, district, city, etc.) and their leadership. Independent 
researchers should be able to identify relevant accounts at the subnational level and pursue the data 
they share through Custom Data Requests and Independent Data Collection mechanisms.  

Guidance  

A 2024 judgment of the US Supreme Court considered under what circumstances public officials 
engage in state action online, requiring officials to have both the authority to speak on behalf of the 
state and to actually do so.245 In other words, simply because content is generated by a governmental 
official does not mean it is public content. However, this decision in the US suggests that both official 
public accounts (e.g., the US Secretary of State X account) as well as public personal accounts of 
public officials (e.g., current US Secretary of State Marco Rubio) could both be considered under the 
definition of government account. Researchers should be able to access data from personal accounts 
when they are used for campaign or official purposes. 
 
Some digital platforms and social media companies have established processes to define government 
officials (as well as notable public figures, discussed in the following section). Meta provides specific 
tools to those in politics246 and the MCL includes Facebook and Instagram content from 
“widely-known individuals and organizations” such as government officials.247 
 
X defines government officials through its public interest exception, where the platform may choose to 
not moderate posts from elected or government officials that would otherwise violate the platform’s 
policies. X lists categories for current or potential members of local, state, national, or supra-national 
governmental or legislative bodies,248 but the platform does not clarify what sources are used to 
determine status.   
 
Google’s Political Content Policy249 includes election information panels on YouTube, which provide 
information about elections, candidates, voting, election integrity, election results, and other election 
topics from “non-partisan, third-party sources.”250 In March 2025, Google said it “is working to bring 

250 YouTube, “Election information panels.”  

249 YouTube, “Political content.” 

248 The account represents a current or potential member of a local, state, national, or supra-national governmental or 
legislative body: 1. Current holders of an elected or appointed leadership position in a governmental or legislative body, OR 
2. Candidates or nominees for political office, OR 3. Registered political parties. See X, “About public-interest exceptions on 
X.”  

247 Meta, “Data dictionary”; Meta, “Meta Content Library and API.” 

246 Meta, “Public Figures.” 

245 Specifically the Court concluded a public official (1) possessed actual authority to speak on the State’s behalf on a 
particular matter, and (2) purported to exercise that authority when speaking in the relevant social-media posts. Supreme 
Court of the United States, “Lindke v. Freed.”  
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information panels to more countries/regions.”251 
 
TikTok allows government officials to register their account and maintains extensive definitions of its 
Government, Politician, and Political Party Accounts, including national or federal government-run 
entities, state, provincial and local governments, and national governmental officials, among others.252 
 
In addition to platform approaches, there are a range of external resources which define and 
categorize public officials. These resources exist for government officials and candidates in a number 
of countries,253 including Argentina,254 Gabon,255 Germany,256  Indonesia,257 Italy,258 South Korea,259 the 
United Arab Emirates,260 and the US,261 among others. Public Electoral Management Bodies also 
sometimes manage public databases, for example in Brazil.262 These databases should be used for 
reference and confirmation of lists provided by other sources, or as primary sources themselves. 
 
 
 
 
 
 
 
 
 
 

262 Brazil, “Lista Candidatos Eleições 2024.”  

261 Ballotpedia, “Ballotpedia.” CandiData, an independent nonprofit, assembled a database of social media accounts for U.S. 
federal incumbents, federal candidates, and a selection of state candidates. See CandiData, “CandiData24.”   

260 United Arab Emirates, “ الإمارات لحكومة الاجتماعي التواصل حسابات .”  

259 South Korea, “검색결과.”  

258 Italy, “Archivio degli Spot politici.”  

257 Firdaus, “Indonesia Presidential Candidate’s Dataset, 2024.”  

256 Schmidt et al., “Die Datenbank Öffentlicher Sprecher.”  

255 Gabon, “Le Guide De L’Agent Public.” 

254 Argentina, “Listado Alfabético.” 

253 Poynter, “Empowering fact-checkers worldwide.”  

252 TikTok includes: National/Federal Government-run entities such as agencies, ministries, or offices; State/Provincial and 
local government entities; Candidates and elected officials at the federal/national level; Government officials at the 
federal/national level, such as cabinet ministers and ambassadors; Official spokesperson or member of senior staff for a 
national/state level candidate or elected/appointed official (e.g. Chief of Staff, Campaign Director, or Digital Director); Official 
spokesperson, member of senior staff, or executive leaders for a political party (e.g. Party Chairman or Finance Director); 
Political parties; Royal family members with official government capacities; Political youth associations (for main political 
parties at the discretion of regional public policy); Former heads of state and/or heads of government; Political Action 
Committees (PACs) or any country-specific equivalents; Candidates and elected officials at the state/provincial and local 
levels; Government officials at the state/provincial and local levels; among others. See TikTok, “Government, Politician, and 
Political Party Accounts.” 

251 YouTube, “Topical context in information panel.”  
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C.​Notable Public Accounts 

Notable Public Accounts belong to celebrities, journalists, civic leaders, or other public figures whose 
reach gives them outsized influence. Content from these accounts provides a valuable window into the 
dynamics of the information ecosystem. Platform data access mechanisms have traditionally included 
some types of these accounts, recognizing the outsized role these individuals and institutions play in 
shaping public discourse. The framework defines Notable Public Accounts using both absolute and 
relative thresholds for reach and engagement, enabling consistent and meaningful definition across 
information environments and through each access mechanism.  

Definition  

 

Implementation Discussion  

This section explains the rationale for absolute and relative thresholds for Notable Public Accounts. 
The use of absolute and relative thresholds enables policymakers and platforms to establish objective 
standards that can scale across platforms and different information environments. In calculating the 
absolute and relative thresholds for accounts, platforms and researchers should consider views, 
listens, streams, downloads, as well as any other platform-relevant metrics.  
 
Content from Notable Public Accounts should be accessible through multiple access mechanisms to 
enable research in different information environments.  
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Reach – Public accounts, groups, and pages that have greater than 25,000 followers or 
subscribers: Public accounts, groups, and pages with more than 25,000 followers or subscribers 
constitute a significant proportion of total reach on a platform and should be accessible via a Proactive 
Data Interface. This threshold aligns broadly with several existing platform data access mechanism 
definitions (see Appendix C). 
 
Defining accounts, groups, and pages with greater than 25,000 followers or subscribers as 
high-influence public platform data strikes an effective balance between public interest research and 
user expectations of privacy. Previous research focused on Notable Public Accounts has used 
thresholds as high as 100,000 followers,263 or as low as 1,000.264 Users operating accounts, channels, 
groups, or pages that are set to public and have more than 25,000 followers or subscribers would 
likely have reason to expect that their content is publicly available.  
 
There are risks that follower or subscriber counts could be manipulated by bots or coordinated 
spamming. Platforms have existing tools to detect inauthentic accounts and should endeavor to 
maintain accurate follower or subscriber totals.  
 

 
Reach – Top 2% of public accounts, channels, groups, and pages by weekly reach: Platforms 
should enable researchers to request or independently access user accounts, channels, groups, or 
pages that are in the top 2% of weekly platform reach in particular information environments through 
Custom Data Requests and Independent Data Collection.  
 
The top 2% of accounts will likely represent a significant proportion of total platform distribution. In 
Meta’s Q4 2024 Widely Viewed Content Report, for example, just the top 20 Facebook Pages 
collectively accounted for about 1% of all U.S. content views.265 While Facebook does not 
systematically publish the total number of pages on its platform, Facebook had 60 million business 
pages in 2016, suggesting the top 2% of reach represents only a tiny fraction of total pages.266 
Consistent with this, a 2018 study of YouTube found that 85% of total views were of just 3% of all 
channels.267 These findings were broadly confirmed by a 2024 study of YouTube which found 3% of 
channels captured nearly 73% of total views.268  
 

268 Munger et al., “Pressing Play on Politics.”  

267 Bärtl, “YouTube channels, uploads and views.” 

266 D’Onfro, “This group of 60 million Facebook users could be the secret to Facebook’s next growth spurt.”  

265 Meta, “Widely Viewed Content Report.”  

264 Lutscher and Ketchley, “Online repression and tactical evasion”; Meta, “Data dictionary”; Meta, “Meta Content Library and 
API”; Tan et al., “The effect of wording on message propagation.” 

263 Starbird et al., “Influence and Improvisation.” 
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Engagement  – Top 2% of public accounts, channels, groups, and pages by weekly engagement: 
Platforms should enable researchers to request or independently access user accounts, channels, 
groups, or pages that are in the top 2% of weekly platform engagement in particular information 
environments through Custom Data Requests and Independent Data Collection. Like reach, the 
distribution of engagement on platforms is highly concentrated, and the top 2% of engagement with 
public accounts, channels, groups, and pages will represent a narrow slice of overall accounts but a 
significant proportion of total engagement.  
 
A 2025 study that relied on CrowdTangle and studied Facebook pages which referenced top U.S. 
politicians found that the top 6% of pages accounted for more than 91% of all engagement.269 Users 
and entities controlling accounts, channels, groups, and pages in the top 2% of aggregated weekly 
engagement would reasonably expect their data to be public.  
 

 
Public Interest Actors (Including News Organizations and Journalists): User accounts, groups, or 
pages belonging to public broadcasters, news organizations, journalists, and other public interest 
actors should also be accessible via Proactive Data Interface, Custom Data Requests and 
Independent Data Collection mechanisms. This includes both registered or verified accounts as well 
as accounts from public interest actors who are not verified. 
 
Platforms offer verification of accounts, including tools for proactive verification by media as well as 
platform-based identification of state-run media accounts. Facebook, for example, allows users to 
register as journalists in a range of countries, which makes accounts eligible for “stronger security 
features” and such accounts “may be eligible for other benefits, such as blue badge verification.”270 
Bluesky also offers verification of journalists.271  
 
The rise of digital platforms has occurred alongside significant evolution of the media landscape. A 
range of individuals and institutions now play important roles in online information environments, and 
verification or employment by a major media company is by no means the only indicator of public 
interest actors.  
 
In the Proactive Data Interface, platforms should incorporate accounts, groups, or pages from public 
interest actors when verified, as well as those significant accounts that are not. Researchers should 
also be able to use Custom Data Requests and Independent Data Collection to analyze data from 
identified public broadcasters, news organizations, journalists, and other public interest actors 
necessary for research in specific information environments.  

271 Bluesky, “Bluesky for Journalists.”  

270 Meta, “About journalist registration.”  

269 Yang et al., “Coordinated link sharing on Facebook.”  
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Guidance  

Platforms have operationalized a range of programs relevant to the definition of Notable Public 
Accounts in public platform data access programs as summarized in Appendix C.   
 
Policy proposals have also sought to establish defined Notable Public Accounts for inclusion in 
independent research. PATA would request the FTC to define “major public accounts” which “at a 
minimum … are restricted to reasonably public accounts whose content is followed by at least 25,000 
users or otherwise regularly reaches at least 25,000 users per month.”272 The proposal for DSOSA 
similarly would require the FTC to clarify how platforms should provide certified researchers access to 
public content that includes “Public high-profile accounts involved in the spread of such pieces of 
content.”273 The DSA and delegated regulation does not define Notable Public Accounts.274  
 

Summary of Notable Public Accounts Thresholds 

 

D.​Business Accounts and Promoted Content 

Platforms play a central role in advertising products and facilitating commercial transactions with the 
public. For this reason, the category of Business Accounts and Promoted Content – accounts that use 
advertising and commercial messaging, which can sway consumer behavior, public health, or public 
trust – is a key type of high-influence public platform data. Business Accounts are defined as accounts 
that are monetized and/or established for a primarily commercial purpose, and promoted content is 
defined as content that is paid to be made visible to a larger audience.275  

275 Business user is defined in the Digital Markets Act as “any natural or legal person acting in a commercial or professional 
capacity using core platform services for the purpose of or in the course of providing goods or services to end users.” See 
Waem, “Who’s who under the DMA, DSA, DGA and Data Act?” 

274 European Commission, “Delegated Regulation on data access provided for in the Digital Services Act.” 

273 United States, “Digital Services Oversight and Safety Act.”  

272 United States, “Platform Accountability and Transparency Act,” §(9)(i)(6). “REASONABLY PUBLIC.—The term “reasonably 
public” means information that the author made available in a manner and under such circumstances such that the author 
does not retain a reasonable expectation of privacy in the information. The fact that a user may need to register or create an 
account with a platform to view information does not preclude it [from] being deemed reasonably public.”   
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While this definition incorporates a broader range of accounts than the previous three categories of 
data, these users have demonstrated a desire to reach a broader audience. Analysis of these sources 
of data, like all other categories, should be grounded in relevant ethical and privacy standards.  
 

Definition 

 

Implementation Discussion 
Business Accounts are an important part of the online information ecosystem, and fundamental to 
how the public makes sense of content dissemination.276 Indeed, many of the most widely used digital 
platforms are supported by targeted advertising and other types of commercial promotion.277 The 
framework’s focus on Business Accounts and Promoted Content is in complement to existing tools 
that enable access to advertising repositories, through both searchable interfaces as well as platform 
API access.278 
 
Business Accounts are central for understanding the nature of what commercial activity transpires on 
such platforms. Because these accounts seek to engage public audiences through platforms, their 
data is reasonably understood to be publicly available, subject to certain limitations. 
 

278 See, e.g., European Commission, “Status Report.” 

277 See Acemoglu, “Online Business Models, Digital Ads, and User Welfare.” Two cited examples include: digital ads made up 
98% of Facebook’s revenue from 2017-2019. Trefis Team, “What is Facebook’s Revenue Breakdown?” And they were about 
85% of YouTube’s revenue in 2020 despite its premium ad free subscription plan. Chapkanovska, “YouTube Revenue 
Statistics of 2024.” 

276 Silverman, “How to tell if a social media account is monetized.”  
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In practice, platforms also increasingly treat Business Account content as public by default. For 
example, Meta now indexes videos and photos shared by Instagram business users in external search 
engines by default.279 This shift reinforces the understanding that data from Business Accounts should 
be broadly discoverable, is meant for public consumption, and therefore aligns with the rationale for 
research accessibility. 
 
Because Business Accounts are so clearly public, they should be accessible by all three access 
mechanisms. Because platforms internally categorize Business Accounts and Promoted Content, data 
should be provided through the Proactive Data Interface. In addition, specific data or use cases in 
different information environments may also require access through Custom Data Requests or 
Independent Data Collection.  
 
The framework considers this concept at two levels – the content level and the account level, as 
detailed below.  

1.​ Accounts  

There are various ways that an account may clearly identify as being a Business Account, referred to 
here as a “business user.” A business user is defined in the Digital Markets Act as “any natural or legal 
person acting in a commercial or professional capacity using core platform services for the purpose of 
or in the course of providing goods or services to end users.”280 Three ways that business users are 
identified are outlined below.  
 

 
Registered or verified Business Accounts: Many platforms offer opportunities for accounts to 
register or be verified as Business Accounts. Different platforms have different means by which they 
implement this verification. X offers users the opportunity to establish a professional account. This 
account option is expressly targeted at businesses, brands, creators, and publishers to have “a unique 
and clearly defined presence on the platform” and increase connections, promote posts, and monetize 
their account.281 Business Accounts on Pinterest serve a similar function, allowing business users to 
analyze their account metrics and promote specific pins.282 Spotify similarly allows users to establish 
an Artist profile in order to promote music and pitch to playlist editors.283 On some platforms, 
commercial nature is also self-identified at the time of account creation. Facebook, for example, allows 
users to register an online business profile which Facebook states will help the account “get 
discovered by fans and customers.”284 
 

284 Meta, “Facebook Page.”  

283 Spotify, “Spotify for Artists.”  

282 Pinterest, “Get a business account.” 

281 X, “Professional Accounts.”  

280 Waem, “Who’s who under the DMA, DSA, DGA and Data Act?”  

279 Meta, “Why search engines might index public Instagram photos and videos.” 
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Registering for these account statuses clearly indicates a desire to reach a public audience. When 
platforms formally register these profiles in their signup and operations systems, data should be 
included in a Proactive Data Interface. Where the registered or verified Business Accounts use the 
platform to sell goods or services, the platform should include relevant metadata such as data related 
to prices, sales, or rentals, among other relevant platform categories.  
 
Registering through a platform monetization program: Use of platforms for brand awareness and 
monetization is an important signal of a user’s intent for public availability. A 2025 estimate suggests 
that platforms distribute more than $20 billion USD annually through revenue distribution programs 
(distinct from branded content, tips, or subscriptions).285 Platforms offer a range of programs that 
typically include eligibility thresholds for reach and engagement, including the YouTube Partner 
Program,286 Meta’s Partner Monetization Policies,287 and Spotify for Creators,288 among others. 
Participating in such programs indicates a desire to reach more people – to engage publicly. When 
content creator accounts reach platform-established thresholds, the data from these accounts should 
be incorporated through a Proactive Data Interface.  

 
Account holders that pay for promotion: Some platforms also have mechanisms by which account 
owners can pay to promote their entire account in some way, although this is less common than 
mechanisms to promote specific content. For example, Facebook offers the option to pay to promote 
an entire page,289 rather than a single piece of content. Paid promotion is an important indicator of 
account publicness – accounts are paying money to make the content more visible, or more public.  

2.​ Content  

While the previous categories focused on the account level, monetization or promotion can also 
happen at the content level. Even if an individual account might not fit the framework’s definition of 
high-influence public platform data, any content that is paid to be promoted should be considered 
high-influence public platform data.  
 

 
Paying for promotion or increased visibility of a single piece of content: Many platforms have 
mechanisms by which an account owner can pay to promote a specific piece of content in some way. 
For instance, an account owner can pay to promote content on X,290 or to “boost” a post on a 
Facebook page.291 TikTok also allows for promoting content, and makes it explicit that “You can only 

291 Meta, “Boost a post from your Facebook page.” 

290 X, “Promoted Tweets.”  

289 Meta, “About Page likes ads.” 

288 Spotify, “Spotify for Creators’ monetization options.”  

287 Meta, “Partner Monetization Policies.” 

286 YouTube, “YouTube Partner Program overview & eligibility.”  

285 WhatToF!x, “Social Media Monetization 2025.”  
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promote content that is public on TikTok,”292 again underlying the explicit tie between advertising or 
promotion and content’s publicness.   
 
Paid promotion is an important indicator that the content is commercial in nature, and indicates an 
expressed desire to expand the reach of that content with the public. Not all accounts that pay to 
promote individual pieces of content would assume that all of their data would be publicly available. 
Accordingly, the framework strikes a balance whereby promoted content is defined as high-influence 
public platform data whereas all of the data of the underlying account is not.  
 
User-generated advertisements and externally boosted posts: Promotion also occurs through 
user-generated content that is externally sponsored, often marked with hashtags such as #ad, 
#sponsored, #paid, or #partner, or other disclosures.293 This includes posts by micro-influencers – 
typically accounts with fewer than 25,000 followers – who receive compensation from third parties to 
promote products or services.294 Although these posts are not promoted through the platform’s native 
paid promotion tools, they serve a clear commercial function and are directed at the public. From a 
technical perspective, platforms can identify these posts via standardized advertising disclosures, as 
required by national legislation (e.g., Germany’s influencer advertising laws295). The inclusion of such 
data aligns with the principle of treating publicly targeted, commercial messaging as data that should 
be accessible for accountability and research purposes. 

Guidance  

Commercial data is already included in public platform data access mechanisms offered by platforms. 
The MCL, for example, enables researchers to access:  

●​ Public listings on Facebook Marketplace from Pages or profiles; 
●​ Instagram posts from public business and creator accounts;  
●​ Whether Facebook Groups are owned by registered professional accounts;  
●​ Whether Facebook Events are hosted by registered professional accounts;  
●​ Among other fields.  

Existing laws and policy proposals have also sought to include data from Business Accounts and 
Promoted Content. As originally drafted, PATA included a section about advertising data requirements, 
acknowledging the importance of transparency in this area.296 The DSA includes requirements for 
transparency in paid advertising.297 The Brazilian version of the Digital Markets Act defines 
“professional users” as those who use the platforms to offer goods or services to final users, and can 
be considered differently.298   

298 Brazil, “Projeto de Lei N, DE 2022.”  

297 European Union, “Digital Services Act”, Article 39. 

296 United States, “Platform Accountability and Transparency Act.” 

295 Media Authority of North Rhine-Westphalia, “Disclosing Sponsored Influencer Content”; Radtke, “Disclosure Requirements 
for Influencer Marketing in the U.S. and Germany.” 

294 Ershov, “Market incentives and advertising disclosure regulations.” 

293 Such disclosures are consistent with FTC guidelines (Federal Trade Commission, “Disclosures 101 for Social Media 
Influencers.) related to ad disclosures that are “clear and conspicuous” (Federal Trade Commission, “.com Disclosures.”).  

292 TikTok, “Use Promote to grow your TikTok audience.” 
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VII. Baseline Data Access Fields    
Establishing standardized data expectations across public platforms is critical for ensuring consistency 
in data access, enabling meaningful cross-platform analysis, and promoting a clear and more coherent 
understanding of the online information ecosystem.  

This section establishes baseline expectations for the fields of high-influence public platform data that 
should be made available through platform data access mechanisms. Specifically, this section outlines 
data categories and data access fields that should be accessible via the appropriate access 
mechanism for each data category in the framework, and across different information environments. 
This includes a focus on historic data as well as secondary-level data, such as comments..  

In addition to outlining key data access fields, this section addresses issues related to special data 
types, including ephemeral, deleted, and spotlighted content, which require additional care in 
implementation and research use.  

A.​ Overview of Data Types and Data Access Fields 

Advancing toward standardized data expectations across platforms is essential for enabling 
meaningful cross-platform comparison and ensuring research consistency. Platforms should make the 
same categories of high-influence public platform data available through the Proactive Data Interface. 
Researchers should be able to request these and other fields through the other access mechanisms. 
 
At the same time, given the diversity of platform architecture and affordances, many fields will 
necessarily vary across platforms. Furthermore, the majority of research conducted on platforms has 
traditionally focused on social media platforms. As such, the below categories are most suitable for 
those platforms, but the framework expects these categories to be strengthened and applied across 
other types of platforms.  
 
Data access mechanisms should include the following categories and data access fields for 
high-influence public platform data, where relevant. These fields were consolidated from existing and 
historical data access mechanisms, including those summarized in Appendix D. Other fields of 
relevant high-influence public platform data may be requested by researchers or accessed 
independently by researchers.  
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Type Data Access Fields 

Account / 
Community 

●​ Name and/or username 
●​ Account name change 

history   
●​ Profile picture 

●​ List of followers, anonymized 
unless followers meet the 
framework’s criteria for public 
platform data  

●​ Account creation date  
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●​ Poster bio, about, or 
description, including any 
links 

●​ Follower count  

●​ Account location  
●​ Account default language  

 

Content, 
including 
text, image, 
video, audio, 
etc. 

●​ Content owner, including 
type  

●​ Content location surface  
●​ Language  
●​ URL of content 
●​ Type of content, including 

where relevant group, 
channel, or page location 

●​ Content link, if applicable 
●​ Attachment link, if applicable 
●​ Date and time of creation  
●​ Date and time of any modification  
●​ Time series data, including for 

engagement 

Sub-content 
/ Affiliated 
Content*  

●​ Anonymized commenter ID 
●​ Reshared or reposted 

content  
●​ Comment type 
●​ Language  
●​ Comment owner, if owner 

meets criteria for 
high-influence public 
platform data; if not owner 
anonymized 

●​ Content url 

●​ Content link, if applicable 
●​ Comment content (text, image, 

etc) 
●​ Attachment link, if applicable 
●​ Date and time of creation 
●​ Date and time of any modification  
●​ Comment likes (number)  
●​ Comment shares (number)  
●​ Comment replies (number) 

Metrics ●​ Number of views and view 
count date 

●​ Number of reactions (e.g., 
likes, favorites, upvotes, or 
other reactions as afforded 
by the platform) 

●​ Number of downloads 
●​ Number of comments 
●​ Number of shares 
●​ Number of other reactions as 

afforded by the platform 

Labels and 
Platform 

●​ Verification status(es)  
●​ Profile categories (user 

self-identified) 
●​ Monetization, advertising, 

or sponsorship  

●​ Public labels applied by the 
platform, users, or third parties 
e.g., community notes or 
AI-generated content 

Removed 
Content 

●​ User removed content, 
prior to removal  

●​ Platform removed content, 
prior to removal 

●​ Content that is illegal in a 
particular jurisdiction should not 
be included in publicly available 
access mechanisms in that 



Better Access: Data for the Common Good 

 

 

Historic Data 

Where an account crosses a definitional threshold to become high-influence, data associated with the 
account’s previous conduct is not included in the definition of high-influence public platform data. In 
other words, if an account or channel becomes a Notable Public Account by virtue of crossing into the 
top 2% of accounts, channels, groups, and pages, access mechanisms should only capture data from 
that moment forward.  

Secondary-Level Data 

Comments and other secondary-level interactions and data are also critical to include, given their 
centrality in online conversations.299 However, these secondary-level data may also raise heightened 
privacy concerns given user expectations of privacy.300  
 
Empirical research shows that many users expect anonymity in research use of their data.301 The 
poster of secondary-level data should not be identified in data access mechanisms and/or research 
outputs. Instead, an anonymized commenter ID specific to the poster of the comment should be used 
when possible. This allows comments from the same poster to be linked to one another, similar to the 
MCL’s approach in 2025.302  
 
However, in some, if not many, cases, commenters will be identifiable simply through the platform 
interface or based on the style of their writing.303 This will particularly be true for the most prolific 
public commenters who write under their real names on multiple platforms. Nonetheless, anonymized 
comments on high-influence public platform data should be accessible. The importance of these data 
in the information ecosystem outweighs these potential privacy risks associated with access. 
Researchers should treat these data ethically and responsibly when considering potential publication.  
 
Where a commenter or comment meets any of the criteria outlined in the four categories of the 
framework, their de-anonymized comment would be available under the framework’s access 
mechanisms. In other words, any comments that reach the thresholds defined by the framework for 
HDC, or that are posted by Government and Political Accounts, Notable Public Accounts, or Business 
Accounts, would be included as high-influence public platform data under those categories.  

303 Neumann et al., “An Examination of the Impact of Stylometry, Artificial Intelligence/Machine Learning (AI/ML) on Privacy in 
Social Media.” 

302 Meta, “Data Dictionary.” 

301 Williams et al. “Users’ Views of Ethics in Social Media Research.” 

300 Brown et al., “Web Scraping for Research.”  

299 American Sunlight Project, “EcoBoost.”  
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jurisdiction 

Other ●​ Other fields as identified   
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B.​Special Data Types 

Several specific types of high-influence public platform data warrant additional discussion. This 
section briefly discusses guidelines around three such categories: ephemeral content, deleted content, 
and spotlighted bystander content. In addition to the recommendations for each type of content 
below, researchers should be particularly cautious in accessing, using, and publishing these types of 
high-influence public platform data given their inherent sensitivity.  

Ephemeral Content 

Ephemeral content is defined as “communication artifacts, including text, pictures, and videos, that 
[are designed to] be erased after being display[ed] for a limited period of time.”304 Ephemeral content is 
not inherently public or private. It may be public in some circumstances (e.g., when shared by a public 
official speaking in their official capacity) and private in others (e.g., a user without significant reach 
posting with the intent of reaching only their family for a limited period of time).  

Despite its transitory nature, ephemeral content increasingly plays a significant role in shaping online 
discourse. Some 500 million users interact with the ephemeral Instagram Stories on a daily basis, 
contributing to the broader information ecosystem online, and the inherent risks therein.305 Social 
media platforms have intentionally expanded the use of ephemeral surfaces, such as Stories or 
time-limited posts, with leaked internal documents suggesting that these features are designed to 
encourage more frequent engagement by fostering a sense of urgency.306 And research suggests that 
users may actually devote more time and attention to ephemeral content, knowing that it will be 
unavailable in the future.307 As a result, ephemeral content has become a key component of platform 
design and user behavior. In determining whether ephemeral content can be considered high-influence 
public platform data, the central question to be addressed is not whether content is eventually deleted, 
but whether it is intended or understood to be public during the time it is visible.  

There is ample evidence that ephemeral content is often treated as public by both its creators and 
consumers on some platforms (e.g., Instagram), but not always others (e.g., Snap). Ephemeral content 
across the four categories of high-influence public platform data is regularly used for research. 
Journalists regularly cite and incorporate ephemeral posts made by politicians and other public figures 
in their reporting, preserving screenshots as part of public discourse.308 Business Accounts frequently 
use ephemeral formats to share time-limited promotions, reflecting a clear intent to reach a broad 
audience.309 From a consumer protection standpoint, even the timing and existence of such 
promotional content is of public interest, because of laws concerning advertising discounts.310 

Highly disseminated ephemeral content – defined under this framework as content that has greater 
than 10,000 instances of total distribution or falls within the top 2% of platform distribution or 

310 United States, “16 CFR § 233.3.” 

309 Barnea et al., “The Effects of Content Ephemerality on Information Processing.” 

308 Švelch, “Redefining screenshots.” 

307 Barnea et al., “The Effects of Content Ephemerality on Information Processing.” 

306 See, e.g., Kentucky, “Complaint”; Massachusetts, “Complaint and Jury Demand.”  

305 Cozma, “91 Instagram Statistics to Track NOW.”  

304 Chen and Cheung, “Unlocking the power of ephemeral content.” See also Bayer et al., “Sharing the small moments.” 
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engagement – similarly appears to be considered public by internet users. Viral ephemeral content is 
regularly reported on,311 and while much of this content is entertainment-focused, ephemeral content 
is sometimes highly relevant to news events.312 That such content can achieve this level of reach, even 
within its limited lifespan, further underscores its public relevance and impact.  

Ephemeral content can be considered high-influence public platform data when and if it meets the 
same criteria established for other content. The fleeting nature of this content does not appear to 
reduce its societal importance, and thus it should not be shielded from study on this basis. 

Accordingly, content that is shared by Government and Political Accounts, Notable Public Accounts, 
or Business Accounts, or that qualifies as HDC or Promoted Content, should be treated as public 
while it exists, even if it is ephemeral. However, the framework does not expect that platforms should 
retain or archive ephemeral content beyond its intended lifespan, and encourages researchers to be 
judicious in what ephemeral content they republish.   

Deleted Content 

Similarly, deleted high-influence public platform data presents particular risks and challenges. Content 
is frequently deleted from platforms, with research suggesting a range of 10%313 to 24%314 of content 
on Twitter and perhaps as much as 50% on Instagram.315  
 
Data may be deleted from a platform in at least three ways. First, it may be removed by the platform 
due to moderation or policy enforcement, often after evaluation that the data is misaligned with 
community guidelines, terms of service, or legal requirements. Second, it may be deleted by users, 
who choose to delete either a specific post or an entire account on a platform. Finally, data may not be 
deleted, per se, but may be withdrawn from public view, by switching account settings to private, or 
archiving posts. 
 
The first category of deleted content, when the deletion happens from the platform, generally occurs 
because the content or the account’s behavior violates the terms of service of the platform, or its 
behavior guidelines. This can include deleting specific content, or deleting an account, sometimes 
referred to as deplatforming.316 Platforms create their own rules (all have terms of service, YouTube317 
and TikTok318 have community guidelines, Meta has community standards,319 X has rules320), but they 
tend to have similar reasons for removing content – if it is illegal, if it is violent or threatening, or if it 
contains content that the platform considers harmful, then it is likely to violate platform rules. This type 
of deleted content, provided it fits the inclusion criteria already defined by the framework, is 

320 X, “The X Rules.”  

319 Meta, “Community Standards.”  

318 TikTok, “Community Guidelines.” 

317 YouTube, “YouTube’s Community Guidelines.”  

316 Ali et al., “Understanding the Effect of Deplatforming on Social Networks.” 

315 Tinati et al., “InstaCan,” 267-271. 

314 Ferreyra et al., “Regret, Delete, (Do Not) Repeat.” 

313 Potash et al., “Using Topic Modeling and Text Embeddings to Predict Deleted Tweets.”  

312 Mathur, “Idaho shooter’s chilling Instagram story goes viral; Here's what he posted hours before he ambushed firefighters.” 

311 Carroll, “Are they ‘having an affair’ or just shy? The couple caught on Coldplay’s kiss cam.”  
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particularly important for researchers to access, as it allows them greater information about what 
content is affected by platform rules.321 As such, it should therefore generally be treated as public 
within the framework. There are, however, legal requirements which will govern the treatment of 
specific categories of data (e.g., Child Sexual Abuse Material) as well as user privacy. Researchers 
must comply with relevant laws.  
 
The second category of deleted content occurs at the user level, when a user deletes either a post or 
their account on the platform. There is reason to believe that users do not want platforms to have 
access to data from deleted accounts.322 There are also circumstances in which users may choose to 
delete data or their full account for their own protection,323 suggesting that real harm may occur if such 
data were to be accessed by malicious actors.324 Research suggests that on at least one platform 
(Twitter), the majority of deleted content may fall into this second category.325 Again, there are legal 
requirements – such as the GDPR326 – which will impact the feasibility of research with deleted data. 
Researchers should anticipate and align with these expectations.  
 
Finally, users may choose to make their data less visible, which would have the effect of making it not 
public by the framework’s definition of a reasonable understanding of publicness. This could happen if 
a user chooses to archive content, or to change their privacy settings to make it less public.327 For 
example, moving a post from publicly visible (20% of Facebook posts analyzed in one study) to visible 
only to friends (closer to 70% of Facebook posts in the same study) would be included in this third 
category.328 Such changes, while not technically deleted, would have the effect of making data not 
public by this framework’s definition.  
 
For all three categories of deleted content, if data had already been accessed (through any of the three 
data access mechanisms) prior to the point of deletion, the researcher would retain access to that 
data. However, data that was deleted or no longer visible on the platform would therefore no longer be 
public, and would then cease to be available through ongoing data provision from platforms. As in the 
case of ephemeral content, the framework does not require that platforms retain or archive deleted 
content. Furthermore, researchers should proceed with caution when analyzing and, especially, 
publishing any deleted content given ethical and legal requirements relevant to these types of data. 

Spotlighting  

Content flows across platforms in complicated ways. One form of this is so-called spotlighting: when 
content that is posted by a user (that is not subject to any of the criteria of the framework) is then 
reposted by another user who does meet one or more of the criteria articulated in the framework. A 

328 Ibid.  

327 Mondal et al., “Moving Beyond Set-It-And-Forget-It Privacy Settings on Social Media.” 

326 Working Group on Platform-to-Researcher Data Access, “Report of the European Digital Media Observatory’s Working 
Group on Platform-to-Researcher Data Access.” 

325 This study of Twitter suggested 85% of deleted tweets were deleted by the user (as opposed to a deleted or protected 
account). Petrovic, “I Wish I Didn't Say That!” 

324 Wang et al., “‘I regretted the minute I pressed share’.” 

323 Petrovic, “I Wish I Didn't Say That!” 

322 Schaffner, “Understanding Account Deletion and Relevant Dark Patterns.” 

321 Chancellor et al., “‘This Post Will Just Get Taken Down’.” 
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classic example of this is when prominent political commentary accounts repost content from 
non-notable cross-partisans (including from minority groups) to portray them as unreasonable 
(sometimes maliciously), completely changing the context and audience for the content. 
 
In most cases, the originally posted content would have to be publicly shared in order to be identified 
by the spotlighter. So the original poster could, in some instances, have a reasonable expectation that 
their content is public as opposed to private.  
 
While the expectations of that user with regard to the audience for their content may be violated, if the 
spotlighted content fits within the framework’s criteria – that is, if it is shared by Government and 
Political Accounts, Notable Public Accounts, or Business Accounts, or that qualifies as HDC or 
Promoted Content – then researchers may treat the content as high-influence public platform data. 
However, in this instance, underlying account information should not be treated as high-influence 
public platform data unless the account also meets the framework’s criteria for public platform data. 
As in the case of ephemeral content and deleted content, researchers should proceed with caution 
when analyzing and, especially, publishing content that includes spotlighting.  
 
Spotlighted users also have important options to change the visibility of their content, which could 
remove it from being included as public platform data once that change is made. Some research 
suggests, however, that spotlighted users tend to post more after being spotlighted,329 but that 
tendency is almost certainly dependent on the context of the spotlighting. Researchers would not be 
obligated to delete data that had already been accessed prior to its visibility being changed. 

VIII. The Way Forward 
The stakes could not be clearer: when independent access to high-influence public platform data 
disappears, so does society’s ability to understand and protect itself. 

Independent research with public platform data is increasingly constrained. Once supportive of 
independent research, major platforms have reversed course: Meta closed CrowdTangle, X priced 
most researchers out of its API, and Reddit imposed new limits that undermine research. At the same 
time, AI firms and data brokers capture vast quantities of public platform data at scale, deepening 
inequities between commercial and research use cases. 

Emerging regulatory proposals in the US and frameworks in the EU and elsewhere aim to improve 
access to public platform data. But operationalization and enforcement remains uneven. As a result, 
researchers must rely on costly third-party tools or navigate legal and technical uncertainties 
associated with automated collection. These trends combine to create a fragmented and inequitable 
ecosystem of study of online platforms. 
 

329 Schafer and Starbird, “Post-Spotlight Posts.” 
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The Better Access framework offers a practical foundation: begin with the four categories of data that 
matter most for the public, ensure consistent and ethical access through multiple access mechanisms, 
and give researchers and the public the tools they need to understand the dynamics shaping public 
discourse in their own information environment. 
 
High-influence public platform data is the minimum, most essential tier of data for accountability. This 
framework underscores that transparency is not a regulatory burden, but a democratic necessity. 
Adopting a uniform, cross-industry baseline would give the public the visibility it needs to see the 
digital public square clearly and to shape its future.​
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Appendix A. The Policy Landscape for Public 
Platform Data 
 
Thanks to transparency advocates across diverse fields, various digital platform transparency regimes 
have emerged, including both voluntary and regulatory. These regimes expect or require platforms and 
online service providers to share information about their activities, algorithms, and processes with the 
public as well as vetted entities like researchers, regulators, and, sometimes, business competitors. 
Terms of service for platforms often govern whether and how independent research can be carried 
out.330 However, voluntary initiatives and regulation shape these requirements. 
 
This section describes two interrelated strands of policy that impact public platform data: voluntary 
commitments and regulatory requirements. Privacy laws, including data protection regulation, and 
ethical research frameworks are also central factors in determining access to public platform data.  

A.​ Voluntary Commitments  

Platforms have a long, if uneven, track record of engaging with data access. Many large digital 
platforms have conducted transparency reporting on content moderation and, in some cases, widely 
distributed content.331 However, the scope, frequency, and effectiveness of transparency reporting 
varies widely. Access Now’s Transparency Reporting Index, launched in 2014, tracks how platforms 
report on how they respond to government requests and enforce their own policies.332 The 2024 Index, 
which documents transparency reporting from 84 platforms, including social media companies, 
telecommunications companies, and internet infrastructure companies, notes that some companies 
have paused reporting and taken down previously available data.333 
 
Third-party and collaborative initiatives, including the Santa Clara Principles334 and the EU’s Code of 
Conduct on Disinformation,335 have also played roles in shaping norms around transparency and data 
access. These efforts have focused on providing transparency on content moderation decisions, the 
use of algorithms in recommender systems, and proactive detection of policy violating content, among 
others. Given the non-binding nature of these regimes, researchers contend that companies often 
provide incomplete data,336 and companies may and do retreat from commitments with little 
consequence.337  
 

337 Democracy Reporting International, “Big tech is backing out of commitments countering disinformation.” 

336 Albert, “Platforms’ Promises to Researchers”; Mündges and Park, “But Did They Really?” 

335 European Commission, “The Code of Conduct on Disinformation.” 

334 Access Now et al., “Santa Clara Principles on Transparency and Accountability in Content Moderation.” 

333 Ibid. 

332 Access Now, “Transparency Reporting Index.” 

331 Trust & Safety Professional Association, “History of Transparency Reports.” 

330 Clark, “Research Cannot Be the Justification for Compromising People’s Privacy.” 
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Transparency has also featured prominently in emerging voluntary frameworks around AI. The OECD 
AI Principles emphasize transparency and responsible disclosure, enabling users to recognize when 
they are interacting with AI and to question or challenge its outcomes.338 The 2023 US Executive Order 
on Safe, Secure, and Trustworthy AI directed federal agencies to adopt transparency measures in their 
AI use, including publishing reports and conducting structured risk evaluations.339 The 2025 America’s 
AI Action Plan from the White House similarly includes references to transparency.340 
 
Despite gains, these transparency reporting and voluntary initiatives have been criticized by 
researchers and regulators as providing incomplete information and an inconsistent picture.341 As a 
result, increasing jurisdictions are taking steps to mandate data access through regulation.  

B.​Regulatory Requirements 

Regulators have begun to establish requirements for platform transparency, including access to 
non-public data and public platform data. Broadly, regulations and proposed regulations focus on 
enabling two types of data access: privileged access to platform data and access to public platform 
data.342 Regimes like the DSA that seek to enable analysis of private platform data require researchers 
to comply with a number of provisions, including affiliation to a research organization and the 
publication of the findings. Regulations requiring access to public platform data generally have fewer 
requirements for researchers, but also may mandate safeguards such as independence from 
commercial interests and proportionate data protection and confidentiality. Regulation may also 
establish requirements for the research purpose, namely that research is in the public interest or 
related to specific areas of inquiry (e.g. protection of monies). This section summarizes regulatory 
requirements and proposals, highlighting connections to high-influence public platform data.  

Regulation and Regulatory Proposals in the US 

A wide range of legal frameworks in the US impact access to public platform data, including the 
Computer Fraud and Abuse Act (CFAA),343 Children's Online Privacy Protection Rule (COPPA),344 
among others. 
 
There have been multiple efforts to mandate platform transparency at both the federal and state levels. 
At the federal level, PATA was first introduced in 2022 and has been reintroduced in subsequent 
congressional sessions.345 Subject to ongoing debate,346 PATA would require platforms with at least 50 
million unique monthly users to make publicly accessible data available through a dedicated 

346 Eastwood, “Imperfect Legislative Solutions for Researcher Access to Social Media Data.” 

345 United States, “Platform Accountability and Transparency Act.”  

344 Federal Trade Commission, “Children’s Online Privacy Protection Rule.” 

343 United States, “Computer Fraud and Abuse Act,” §1030. 

342 Husovec, Principles of the Digital Services Act. 

341 55% of required qualitative responses were incomplete or missing, and 64% of quantitative data points were either absent 
or not robust. See Mozilla, “Full Disclosure: Stress testing tech platforms’ ad repositories”; Mündges and Park, “But Did They 
Really?”.  

340 The White House, “America’s AI Action Plan.” 

339 United States Executive Office of the President, “Executive Order 14110.”  

338 Organisation for Economic Co-operation and Development, “AI principles.”  
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repository.347 PATA introduces the concept of “reasonably public” content, emphasizing both absolute 
thresholds and that the public nature of data depends on the circumstances of its creation and 
whether the data generator has a reasonable expectation of privacy. PATA defines reasonably public 
content as content that has been highly disseminated or originated from major public accounts.348 
PATA excludes private messages, biometric, and precise geospatial information from accessible data 
by definition.349  
 
Expanding access to public platform data also was included in DSOSA, introduced in 2022.350 DSOSA 
would create a Bureau of Digital Services Oversight and Safety at the Federal Trade Commission (FTC) 
and references “public content,” defined as “information on a covered platform that is available to a 
potentially unlimited number of third parties.”351 DSOSA would require platforms to provide certified 
researchers access to a high-reach public content stream and enable the FTC to require platforms to 
provide a publicly-available public content stream.352 
 
State level laws and proposals have also focused on platform transparency, research ethics, and 
privacy. In California, for example, Assembly Bill No. 587 would have required platforms to 
communicate their terms of service as well as content moderation actions.353 This bill was successfully 
enjoined by X in 2024, which argued that the obligation to publish detailed statistics on content 
moderation would violate the First Amendment.354 Indeed, a review of transparency regulation in the 
US finds that some laws have been successfully challenged by industry on First Amendment 
grounds.355 However, scholars have pointed out that better-designed transparency laws in the US 
should be able to survive constitutional scrutiny.356 
 
Alongside platform transparency laws, privacy laws in several US states define publicly available 
information. These laws typically include reference to information that consumers make available to 
the general public through widely distributed media as well as whether the data controller has a 
“reasonable basis” to believe that the user has made the information available to the general public.357 

Regulation in Europe 

The DSA is the world’s most comprehensive platform transparency regime. It entered into force in early 
2024 and requires VLOPs and VLOSEs358 to provide researchers with access to data to study systemic 
risks and measures taken to mitigate such risks. Systemic risks include the dissemination of illegal 

358 Those having an average of more than 45 million monthly active users in the EU. 

357 See, e.g., Colorado, “Colorado Privacy Act”; Delaware, “Delaware Personal Data Privacy Act.” 

356 Ibid. 

355 Keller, “Platform Transparency and the First Amendment.” 

354 United States Court of Appeals for the Ninth Circuit, “Combined Opinion.” 

353 California, “AB-587.” 

352 Ibid. 

351 Ibid. 

350 United States, “Digital Services Oversight and Safety Act.”  

349 United States, “Platform Accountability and Transparency Act.”  

348 Ibid. 

347 This repository must be maintained on an ongoing basis and be accessible through a searchable tool that allows 
multi-criteria queries as well as through application programming interfaces (APIs). United States, “Platform Accountability 
and Transparency Act. 
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content, threats to fundamental rights, negative effects on civic discourse or electoral processes, and 
negative consequences for public health and physical and mental well-being.359 The DSA data access 
regime includes a focus on paid advertising (Article 39), privileged data access (40.4), access to 
publicly accessible data (40.12), among others.360  
 
Platforms have built tools to further transparency around paid advertising. These efforts have been 
expanded by Article 39 of the DSA.361 Due to this requirement, most major platforms (e.g., Meta,362 
TikTok,363 LinkedIn364) maintain some sort of access to ad archives, though sometimes that is limited to 
ads targeted in the E.U. (Pinterest,365 Snap366). 
 
Data access requirements in the DSA make explicit reference to obligations in the GDPR, which would 
apply to personal data and transfers of data to third countries.367 The GDPR, which came into effect in 
May 2018, governs the collection, processing, storage, and transfer of personal data of individuals 
located in the EU.368 When platforms grant researcher access to data under Article 40 of the DSA, any 
personal data disclosed must comply with GDPR standards, such as implementing data minimization, 
purpose limitation, and appropriate measures for secure international data transfers.  
 
Research based on privileged data access under the DSA must be focused on understanding 
systemic risks in the EU or the adequacy of the platforms’ mitigation measures required under the Act. 
Researchers are vetted by the relevant supervisory authority and must demonstrate their affiliation to a 
research organization, demonstrate their independence from commercial interests, disclose their 
research funding, possess the capability to fulfill data security and confidentiality requirements, justify 
that their requested data access and timeframes are necessary and proportionate for their research, 
and commit to making the results of research publically accessible, free of charge, and within a 
reasonable period after the completion of the research.369 
 
For access to public platform data under the DSA, researchers are expected to meet fewer 
requirements.370 Article 40 also specifies that research with public platform data should be related to 
“the detection, identification and understanding of systemic risks” as laid out in Article 34(1) of the 
DSA. This also means that a broader range of researchers may analyze publicly available information 
under 40.12, so long as they are independent from commercial interests, disclose funding, can 
maintain data integrity and protect personal data, and justify the necessity and proportionality of their 
request.  

370 Ibid. 

369 European Union, “Digital Services Act,” Article 40. 

368 European Union, “General Data Protection Regulation.” 

367 European Centre for Algorithmic Transparency, “FAQs.” 

366 Snap, “Ads Gallery.” 

365 Pinterest, “Pinterest Ads Repository.” 

364 LinkedIn, “Ad Library.” 

363 TikTok, “Find Ads on TikTok.” 

362 Meta, “Ad Library.” 

361 European Union, “Digital Services Act,” Article 39. 

360 Husovec, Principles of the Digital Services Act. 

359 European Union, “Digital Services Act,” Article 34. 
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Beyond the text of the DSA, the European Commission and relevant Digital Service Coordinators 
(DSCs) have provided limited public guidance to platforms in how to interpret and operationalize these 
requirements. Platforms have wide discretion in interpreting DSA requirements, including the degree to 
which research proposals contribute to “detection, identification and understanding” of systemic risks. 
The DSA 40 Data Access Collaboratory, an initiative of the European New School and the 
Weizenbaum Institute, has found that insufficient connection to systemic risks defined in Article 34 is a 
reason for rejection of data access requests.371 
 
While operationalizing data access under the DSA is still in its infancy, an independent and systematic 
review of public platform data access has found that mechanisms provided by platforms are uneven 
and often insufficient to meet the needs of researchers.372 Questions remain around the ongoing costs 
of operationalizing data access programs under the DSA and other regulations.373 The European 
Commission has initiated formal proceedings against several major platforms due to alleged 
shortcomings in facilitating researcher access to platform data.374 As of November 2025, the 
Commission has found both TikTok and Meta in preliminary breach of the DSA’s obligations to provide 
researcher access to public data.375 This highlights the ongoing challenges in ensuring that platforms 
genuinely comply with the spirit of Article 40.12 and provide meaningful access to public platform data 
for research purposes. 
 
Nonetheless, platforms have taken affirmative steps to enable access under the DSA. The MCL 
provides information from Threads, Facebook, and Instagram.376 YouTube provides an API that enables 
researchers to analyze non-private pages and data, though the API has specific rate limits on what can 
be accessed.377 TikTok created a new researcher API which differentiates between academic and 
non-academic researchers.378 TikTok’s and Meta’s research offerings have been criticized by 
researchers.379 Other platforms are building out regimes that enable researchers to apply to access 
public platform data in systematic ways.380 In June 2025, the European Commission announced that 

380 For example:  
●​ Booking.com: Researchers who are eligible under the Digital Services Act can apply for access to publicly available 

information, but the platform does not define the thresholds for data inclusion. See Booking.com, “DSA Data 
Researchers Request Form.” 

379 Alvarado et al., “Unpacking TikTok’s Data Access Illusion”; Gotfredsen and Dowling, “Meta Is Getting Rid of 
CrowdTangle—and Its Replacement Isn’t as Transparent or Accessible.” 

378 TikTok, “Research Tools,” stating that access is limited to those affiliated with “academic institutions in the US, EEA, UK or 
Switzerland; or Not-for-profit and/or independent research institution, organization, association, or body in the EU…” 

377 Google, “Implementation Guide.” 

376 Meta, “Data Dictionary”; Meta, “Meta Content Library and API.” 

375 European Commission, “Commission preliminarily finds TikTok and Meta in breach of their transparency obligations under 
the Digital Services Act.” 

374 This includes investigations focused on AliExpress, Facebook, Instagram, TikTok, and X: European Commission, 
“Commission Opens Formal Proceedings against AliExpress under the Digital Services Act”; European Commission, 
“Commission Opens Formal Proceedings against Facebook and Instagram under the Digital Services Act”; European 
Commission, “Commission Opens Formal Proceedings against TikTok under the Digital Services Act”; European 
Commission, “Commission Sends Preliminary Findings to X for Breach of the Digital Services Act.” 

373 Edelson et al., “Access to Data and Algorithms.”  

372 Hickey et al., “Public Data Access Programs.” 

371 DSA40 Data Access Collaboratory, “Tracker Insights.” 
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AliExpress had made binding commitments to provide multiple forms of independent data access, 
including through automated collection (referencing ‘data scraping’), a dedicated API, and the 
provision of customized data sets upon request.381 Other platforms, including Booking, Google, 
Wikipedia, and Amazon appear to authorize scraping for non-commercial purposes.382  
 
The EU AI Act imposes transparency obligations on high-risk AI systems, requiring documentation, 
traceability, and clearly defined human oversight mechanisms.383 These systems must also be 
designed to inform users when they are interacting with AI.384 Additionally, providers of 
general-purpose AI models must disclose documentation of their training data and system 
capabilities.385 These provisions align with the goals of the DSA and reflect the EU’s broader approach 
to promoting transparency, accountability, and public interest oversight in digital governance.386 

Other Regulations  

While other jurisdictions' social media and digital platform regulations include transparency elements, 
they do not mandate access to public platform data. 
 
The UK’s Online Safety Act of 2023 introduces transparency, risk assessment, and content-related 
requirements. However, it does not explicitly mandate public access to platform data. The British 
government is contemplating new legislation, known as the Data Use and Access Bill, to provide 
outside researchers with mandatory data access to supervised companies.387 Ofcom, the UK’s 
regulator for communication services, conducted a call for evidence in early 2025 focused on how it 
could enable access to data for researchers.388 The UKRI, a public-funded research group, is similarly 
supporting a UK taskforce to provide guidance to the British government on how its potential data 
access provisions should be developed.  
 
Singapore’s 2022 Online Safety (Miscellaneous Amendments) Act (OSMAA) and corresponding Code 
of Practice include requirements for inscope companies to publish annual online safety reports.389 For 
years, Brazil has debated a Law on Freedom, Responsibility and Transparency on the Internet (Bill 

389 Singapore, “Broadcasting Act 1994.” 

388 Ofcom, “Call for Evidence.” 

387 United Kingdom, “Data (Use and Access) Act 2025.” 

386 European Union, “Digital Services Act,” Article 40. 

385 European Union, “Artificial Intelligence Act,” Article 53. 

384 European Union, “Artificial Intelligence Act,” Article 50(1). 

383 European Union, “Artificial Intelligence Act,” Articles 11, 12, and 14. 

382 Booking.com, “Customer terms of service.” 

381 European Commission, “Commission makes AliExpress’ commitments under the Digital Services Act binding.” 

●​ Snapchat: Snap provides a contact for global researchers to apply for access to publicly available information, but 
does not detail thresholds for inclusion. See Snap, “Researcher Data Access Instructions.” 

●​ LinkedIn: LinkedIn offers a beta Researcher Access Program that offers access to data related to systemic risks in 
the European Union. LinkedIn does not detail thresholds for inclusion. See LinkedIn, “Data Access for Researchers.” 

●​ AliExpress: AliExpress offers an Open Research and Transparency portal to provide approved researchers, under 
Article 40(12) of the Digital Services Act, with access to publicly available information. See AliExpress, “Open 
Research.” 

●​ Bing: Bing’s Qualified Researcher Program makes the Bing Search API, Bing Webmaster Tools, and datasets 
available to researchers “free from commercial interests” globally. See Microsoft, “Bing Qualified Researcher 
Program.” 
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2630/20), colloquially called the “Fake News Bill.”390 While these regulations do not specifically seek to 
enable access to public platform data, they are part of a growing global movement to increase 
transparency of platforms through regulation.  

390 Dias Silveira et al., “Internet Impact Brief.” 
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Appendix B. Research on Data Privacy 
 
This appendix briefly describes research that explores how users understand the publicness of digital 
platforms and the data they share on those platforms.  
 
Research with public platform data necessarily implicates diverse types of user data and may raise 
ethical and privacy risks, including specific risks associated with the potential for bad actors to exploit 
data access programs.391  
 
Prior studies have investigated how users understand the publicness of different platforms. A 2018 
study of young adults highlighted that “young people are socialized to anticipate digital surveillance 
from various social institutions.”392 Other studies have explored whether a user’s “imagined audience” 
– that is, a user’s “mental conceptualization of the people with whom he or she is communicating” – 
actually aligns with the actual audience for their digital platform data.393 This work underscores the 
need to proactively consider whether users reasonably understand their data to be public. 
 
Understanding that one’s data is public is distinct from understanding that one’s data may be used for 
research. Some studies suggest that users are unaware of and somewhat disapproving of researcher 
use of public platform data.394 Other studies find that users are “generally okay” with research use 
cases.395 Users generally seem to be more comfortable with researcher use of data in larger 
information environments, consistent with the Better Access approach.396 The public interest value of 
researchers studying the online information environment must be balanced with users’ hesitation 
regarding such use.  
 
A user’s reasonable understanding of whether their data is public and visible is a foundational 
consideration for determining whether that data should be made available for research. Contextual 
integrity397 and related privacy scholarship, outline a number of different scenario-specific parameters 
upon which privacy should be determined.398 This collective work encourages the understanding of 
privacy as inherently context-dependent, and empirical work shows that what users consider “private” 
tends to depend on the circumstances.399  
 

399 Gerdon, “Attitudes on data use for public benefit”; Martin and Nissenbaum, “Measuring Privacy”; Vitak et al., “When do 
data collection and use become a matter of concern?” 

398 Nissenbaum, “Contextual integrity up and down the data food chain.” Specifically, “privacy norms prescribe information 
flows with reference to five parameters — sender, recipient, subject, information type, and transmission principle.” 

397 Barth et al., “Privacy and Contextual Integrity.”  

396 Hudson and Bruckman, “Go Away.”  

395 Hemphill et al., “Comparative sensitivity of social media data and their acceptable use in research.”  

394 Fiesler and Proferes,“‘Participant’ Perceptions of Twitter Research Ethics”; Gilbert et al., “Measuring Americans’ Comfort 
With Research Uses of Their Social Media Data.” 

393 Litt, “Knock, Knock. Who’s There? The Imagined Audience.” See also Mark and boyd, “I tweet honestly, I tweet 
passionately.”  

392 Duffy and Chan, “‘You never really know who’s looking’.”  

391 Working Group on Platform-to-Researcher Data Access, “Report of the European Digital Media Observatory’s Working 
Group on Platform-to-Researcher Data Access.” 
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While frameworks exist for operationalizing contextual integrity,400 applying this concept (which is 
largely decided on a case-by-case basis) at the scale of platforms is a significant challenge. Platforms 
have billions of users across diverse cultural, linguistic, educational, and geographic contexts. 
Assessing each user’s contextually dependent privacy preferences to determine access to data, as 
opposed to what data to use and how to communicate, is impractical. However, contextual 
assessments should be done by researchers as they are analyzing data in accordance with relevant 
ethical and privacy standards. 
 

 
 

400 Barth et al., “Privacy and Contextual Integrity.” 
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Appendix C. Proactive Data Interface 
Thresholds  
Platform Thresholds for Highly Disseminated Content in Proactive Data 
Interfaces 

Platform Reach Threshold Engagement Threshold 

CrowdTangle  Included posts to public Facebook pages with more than 
25,000 Page likes or followers401 

Facebook  MCL includes posts to public Pages with 15,000 or more 
likes or followers.402 

YouTube YouTube Data API enables analysis of all non-private pages and data, irrespective of 
reach or engagement.403 

TikTok TikTok’s research API includes all public TikTok videos posted by a public creator (who is 
aged 18 and over).404 

Reddit Reddit’s API enables research on public (or non-private) data without specific reach or 
engagement thresholds.405 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

405 Reddit, “Addressing the community about changes to our API.” 

404 TikTok, “Codebook.” 

403 Google, “Implementation Guide.” 

402 Meta, “Data Dictionary”; Meta, “Meta Content Library and API.” 

401 CrowdTangle, “What data is CrowdTangle tracking?”  
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Platform Thresholds for Notable Public Accounts in Existing Proactive Data 
Interfaces 

Platform Reach Engagement Status 

CrowdTangle Facebook Pages with more than 
25,000 page likes or followers, all 
global public Facebook groups with 
more than 95,000 members, 
US-based public groups with more 
than 2,000 members, and all verified 
profiles.406 
 
Instagram all verified public accounts 
or accounts with more than 50,000 
followers.407 

  

Facebook408 MCL enables researchers to:  
- View public profiles with a verified 
badge or more than 1,000 followers; 
- Download posts from public 
profiles with a verified badge or more 
than 25,000 followers or posts from 
public Pages with more than 15,000 
followers. 

MCL enables 
researchers to 
download posts 
from public 
Pages with more 
than 15,000 likes. 

 

Instagram409 MCL enables researchers to:  
- View posts from public personal 
users accounts with more than 1,000 
followers;  
- Download posts from personal 
accounts set to public with a verified 
badge or more than 25,000 
followers.  

 MCL enables researchers 
to:  
- View Instagram posts 
from public business and 
creator accounts;  
- Download Instagram 
posts from public business 
and creator accounts with 
a verified badge or more 
than 25,000 followers. 

Threads MCL enables researchers to access 
Threads shared by public profiles 
with more than 1,000 followers 

  

409 Ibid. 

408 Meta, “Public figures safety.” 

407 CrowdTangle, “What data is CrowdTangle tracking?” 

406 CrowdTangle, “What data is CrowdTangle tracking?”  
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X410  X’s Public Interest policy applies to 
accounts having more than 100,000 
followers. 

  

YouTube411 YouTube Data API (v3) enables analysis of all non private pages and data, irrespective 
of status. 

TikTok412 TikTok’s research API includes all public TikTok videos 
posted by a public creator (who is aged 18 and over), 
who wants to expose their videos to all users of TikTok413 

TikTok includes media 
verification, requiring users 
to “​​provide credible written 
media coverage, such as 
news articles.”414 

Reddit415 Reddit’s API enables research on public (or non-private) 
data without specific reach or engagement thresholds. 

 

 
 

415 Reddit, “Addressing the community about changes to our API.” 

414 TikTok, “Codebook.”  

413 TikTok, “Codebook.”  

412 TikTok, “Verified accounts on TikTok.” 

411 YouTube, “Implementation Guide.” 

410 X, “Defining public interest on Twitter.”  
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Appendix D. Fields Included in Previous 
Platform Data Tools  
CrowdTangle 

The CrowdTangle tool formerly acquired and hosted by Meta included multiple fields of data, 
including:416 

●​ Date-time of creation 
●​ Type of post​  
●​ # Likes 
●​ # Comments 
●​ # Shares 
●​ # Love 
●​ # Wow 
●​ # Haha 

●​ # Sad 
●​ # Angry 
●​ # Thankful 
●​ Video share status 
●​ Post views 
●​ Total views 
●​ Post URL 
●​ Message (Post text) 

●​ Link 
●​ Link text  
●​ Score (level at which a 

post overperformed 
●​ For an individual post, 

time-series engagement 
data 

Importantly, CrowdTangle also included benchmarks of typical metrics for fields. Benchmarks were 
calculated based on the same post type from the same page, they were not broadly applicable across 
different pages or groups. However, time-series data (amount of engagement recorded every 15 min 
for the first 8 hours and then in lengthening intervals subsequently), which was used to calculate the 
benchmarks, was one of the most-used features by researchers. The MCL includes similar fields,417 
but with greatly restricted access to researchers and journalists.418  

Twitter/X 

Twitter’s Firehose API initially provided users with tremendously broad data access. It provided 
researchers with all tweets on the platform in real-time.419 The Twitter/X API now returns the following 
fields of data:420  

●​ Tweet ID 
●​ Tweet text 
●​ Tweet edit history 
●​ Attachments 
●​ Author ID 
●​ Context annotations 

●​ Conversation ID  
●​ Data of creation 
●​ Entities mentioned 
●​ Reply to user  
●​ Organic metrics 
●​ Promoted metrics 

●​ Possibly sensitive 
indicator 

●​ Public metrics (including 
retweets, replies, likes, 
and quote tweets)  

●​ Referenced tweets 
●​ Reply settings 

 

420 X, “X API v2 data dictionary.”  

419 Hofer-Shall, “Working Directly With the Twitter Data Ecosystem.”  

418 Gotfredsen and Dowling, “Meta Is Getting Rid of CrowdTangle—and Its Replacement Isn’t as Transparent or Accessible.” 

417 Meta, “Data Dictionary.” 

416 Garmur et al., “CrowdTangle Codebook.”  
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TikTok 

In 2023,421 TikTok provided researcher access to its API.422 The API includes public TikTok video 
posted by a public creator (who is aged 18 and over), who wants to expose their videos to all users of 
TikTok and returns the following fields of data, among others:423  

●​ ID 
●​ Create Time 
●​ Username 
●​ Region Code 
●​ Video Description 
●​ Music ID 
●​ Like Cont 
●​ Comment Count 
●​ View Count  
●​ Video ID/URL link 
●​ Hashtags, ID, and 

description 
●​ Video_mention_list 
●​ Video_label 
●​ Playlist_ID 
●​ Voice_to_text 

●​ Video_duration 
●​ Favorites_count 
●​ Comment create time 
●​ Comment ID 
●​ Comment like count 
●​ Parent comment ID and 

parent video ID 
●​ Comment reply count 
●​ Comment text 
●​ User following, like, and 

video count 
●​ User bio description and 

URL 
●​ User display name 
●​ User follower count 
●​ User Avatar URL 

●​ User verification  
●​ Liked videos from user, 

including array of parent 
content statistics 

●​ Reposted videos from 
user, including array of 
parent content statistics 

●​ Pinned videos from a 
user, including array of 
parent content statistics 

●​ Followers list 
●​ Following list 
●​ Playlist info 

 

423 TikTok, “Codebook.” 

422 Edelson, “Getting to know the TikTok Research API.”  

421 Lurie and Schroeder, “TikTok just announced the data it’s willing to share.” 
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