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Executive Summary 
 
The algorithmic recommender systems that select, filter, and personalize experiences across online 
platforms and services play a significant role in shaping user experiences online. These systems 
largely determine what users see, read, and watch, fueling debates around their potential to amplify 
harmful content, foster societal division, and prioritize engagement over user well-being. In reaction, 
some policymakers have turned to blanket bans on personalization or to the promotion of 
chronological feeds. But there are many better alternatives. Suggesting that users must choose 
between today’s default feeds and chronological or non-personalized feeds creates a false choice.  
 
This report, prepared by the KGI Expert Working Group on Recommender Systems, offers 
comprehensive insights and policy guidance aimed at optimizing recommender systems for long-term 
user value and high-quality experiences. Drawing on a multidisciplinary research base and industry 
expertise, the report highlights key challenges in the current design and regulation of recommender 
systems and proposes actionable solutions for policymakers and product designers. 
 
A key concern is that some platforms optimize their recommender systems to maximize certain forms 
of predicted engagement, which can prioritize clicks and likes over stronger signals of long-term user 
value. Maximizing the chances that users will click, like, share, and view content this week, this month, 
and this quarter aligns well with the business interests of tech platforms monetized through 
advertising. Product teams are rewarded for showing short-term gains in platform usage, and financial 
markets and investors reward companies that can deliver large audiences to advertisers.  
 
Concerns have been raised about the relationship between this design approach and a range of 
individual and societal harms, including the spread of low-quality or harmful information, reduced user 
satisfaction, problematic overuse, and increased polarization. Available evidence underscores the 
need for a shift towards designs that optimize for long-term user satisfaction, well-being, and societal 
benefits. 
 
To achieve this, the KGI Expert Working Group on Recommender Systems proposes that policymakers 
and product designers adopt the following: 
 

●​ Detailed transparency in the design of recommender systems, including the public disclosure 
of input data sources, value model weights, and metrics used to measure long-term user value. 
Platforms must also publicly disclose the internal metrics used to assess product teams 
responsible for recommender system design. 
 

●​ User choices and defaults that allow individuals to tailor their platform experiences and 
switch between different recommendation systems. Minors must be provided with default 
recommender systems optimized to deliver them long-term value. 
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●​ Assessments of long-term impact, where platforms continuously test the impact of 
algorithmic changes over extended periods. Platforms must conduct these assessments by 
running so-called “holdout” experiments that exempt a group of users from design changes for 
12 months or more. Public disclosure of aggregated experiment results and independent audits 
must be adopted for accountability. 

 
This report provides a how-to guide for the implementation of each set of proposals, lighting a 
pathway towards higher quality designs that may still be personalized or leverage some forms of 
engagement data, but overcome the design flaws of engagement-optimized systems. 
 
By following this expert working group’s guidance, summarized below, platforms and policymakers 
can help to address the harms associated with recommender systems while preserving their potential 
to enhance user experiences and societal value. This report serves as a roadmap for any policymaker 
or product designer interested in promoting algorithmic systems that put users' long-term interests 
front and center. 
 
 

Core Policy Guidance1 

Design 
Transparency 

Platforms must publicly disclose information about the specific input data 
and weights used in the design of their recommender systems. 

Platforms must publicly disclose the metrics they use to measure 
long-term user value. 

Platforms must publicly disclose the metrics they use to evaluate product 
teams responsible for recommender system design. 

User Choices 
and Defaults 

Platforms must offer users an easily accessible choice of different 
recommender systems. At least one of these choices must be optimized to 
support long-term value to users. 

Platforms must provide easily accessible ways for users to set their 
preferences about types of items to be recommended and to be blocked. 
Platforms must honor those preferences. 

By default, platforms must set minors’ recommender systems to be 
optimized to support long-term value to these users. If platforms have 
insufficient information about long-term value to minors, they must default 
to non-personalized recommender systems. 

  

1 The Core Policy Guidance was designed with the US legal framework in mind. 
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Long-Term 
Holdout 
Experiments 

Platforms must run long-term (12-month or longer) holdout experiments on 
a continuous basis. 

Platforms must report the aggregate, anonymized results of the holdout 
experiments publicly. 

Holdout experiments must be subject to an audit by an independent third 
party. 

Global Policy Guidance2 

Public Content 
Transparency 

Platforms must continuously publish a sample of the public content that is 
most highly disseminated on the platform and a sample of the public 
content that receives the highest engagement. 

Platforms must continuously publish a representative sample of public 
content consumed during a typical user session on the platform at any 
given time. 

User Defaults By default, platforms must optimize users’ recommender systems to 
support long-term user value.  

Metrics and 
Measurement 

Platforms must measure the aggregate harms to at-risk populations that 
result from recommender systems and publicly disclose the results of 
those measurements. 

 

2 This is additional guidance tailored for implementation in jurisdictions outside the US.  
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Better Feeds: Algorithms That Put People First 

 

I. Introduction 
Every day, billions of people scroll through social media feeds, search results, and streaming 
recommendations that shape what they see, read, and watch. Algorithmic systems determine what to 
show each user, wielding enormous influence over our online experiences and, increasingly, our lives 
offline. While these recommendation algorithms have fueled some of the world’s most successful 
businesses, they have also sparked intense debate about their role in amplifying harmful content, 
unwanted experiences, and societal division.  
 
As the push for regulation of these systems intensifies, policymakers and product designers need 
evidence-informed solutions that move beyond the binary choice of chronological versus algorithmic 
feeds. This report examines a range of options, explains recommender systems in depth, and provides 
guidance informed by research for how to prioritize long-term value and high-quality experiences for 
users. 
 
Algorithmic curation has become ubiquitous across social media, search, streaming services, 
e-commerce, gaming, and more. A single platform may deploy many different recommender systems, 
using them to power social media feeds, ad displays, comment sections, account recommendations, 
notifications, video and audio autoplay selections, curated home pages or landing pages, and many 
other features.  
 
Maximizing the chances that users will click, like, share, and view content this week, this month, and 
this quarter aligns well with the business interests of tech platforms monetized through advertising. 
Product teams are rewarded for showing short-term gains in platform usage, and financial markets 
and investors reward companies that can deliver large audiences to advertisers. 
 
But policymakers, advocates, and the public are increasingly drawing connections between the design 
of recommender systems and a variety of harms, including harms to adult or youth well-being (e.g., 
self-harm and eating disorders), fraud and scams, and civic or societal harms (for example, extremism 
and polarization). Some of these concerns center on how algorithms leverage “engagement” with 
content – actions taken by users such as clicking a link, liking a post, accepting a friend request, or 
playing a video. There is evidence that recommender systems that are overly reliant on certain forms 
of engagement can cause harm to individuals, communities, and society.  
 
For example, in 2018, Meta CEO Mark Zuckerberg explained in an official company note how, at least 
on Facebook, the closer content is to violating the platform’s policies (i.e., “borderline content”), the 
greater likelihood it is to receive engagement: 
 

“Our research suggests that no matter where we draw the lines for what [content] is allowed, as 
a piece of content gets close to that line, people will engage with it more on average -- even 
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when they tell us afterwards they don't like the content…Interestingly, our research has found 
that this natural pattern of borderline content getting more engagement applies not only to 
news but to almost every category of content.”3 

 
That borderline content evidently receives more engagement on platforms such as Facebook is likely a 
result of design choices made by their owners. Despite what Zuckerberg claimed, there is nothing 
“natural” about engagement patterns on social media: recommender systems play a central role in 
shaping the kinds of engagement the most highly ranked content elicits, such as by incentivizing 
content creators to shape their content in ways intended to garner more engagement.4 As a result, 
borderline content being disproportionately represented at the top of users’ feeds is not an inevitable 
outcome but rather a choice of design.  
 
Concerns about the effects of algorithms designed in this way have fueled legislative activity, litigation, 
and product design changes in many jurisdictions. In the US, more than 75 bills were introduced 
across 35 states between 2023 and 2024 addressing social media algorithms; more than a dozen have 
been signed into law; and many of those were subsequently challenged in court. Many (but not all) of 
these bills aim specifically to protect youth online.  
 
Lawsuits brought by state Attorneys General and private plaintiffs on behalf of individuals, children, 
families, and school districts have alleged a range of algorithm-related harms and have contributed to 
an ever-morphing body of case law as judges grapple with questions related to the First Amendment 
and Section 230 of the Communications Decency Act.  
 
In the European Union, the landmark Digital Services Act (DSA) entered into force for the largest online 
platforms in 2023 and included provisions requiring specific recommender system designs and 
disclosures.      
 
Many attempts to regulate recommender systems thus far have focused on restricting the use of 
algorithms, restricting personalization, or both.5 The motivation for these approaches is simple: if 
algorithmic curation, or personalized algorithmic curation, is viewed as the source of harm, then 
prohibiting the use of these algorithms or requiring users to opt in to use them seems like a good 
solution. In some cases, legislation has explicitly or implicitly endorsed chronological feeds – where all 
content available to the user is displayed in reverse chronological order – as a better alternative.  
 

5 For example, bills introduced in many states would require platforms to be more transparent about algorithmic 
ranking of content and to permit users to opt out, usually by ranking content chronologically. See, e.g., 
Oklahoma, “Oklahoma Social Media Transparency Act”; Minnesota, “SF 2716.” 

4 See, e.g., Hödl and Myrach, “Content Creators Between Platform Control and User Autonomy”; Glotfelter, 
“Algorithmic Circulation”; Radesky et al., “Algorithmic Content Recommendations on a Video-Sharing Platform 
Used by Children.” 

3 Zuckerberg, “A Blueprint for Content Governance and Enforcement.” This pattern was also demonstrated in 
internal Facebook documents disclosed by Frances Haugen. See Haugen, “Providing Negative Feedback Should 
Be Easy.”  
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Blanket regulations that aim to prevent or limit the use of algorithmic recommender systems fail to 
account for the vast space of potential algorithmic designs that could be beneficial to users. Such 
broad policies miss a critical opportunity to require, incentivize, or guide recommender systems 
toward optimization for long-term user value and high-quality experiences – even when those 
optimizations rely to some extent on engagement, personalization, or both. Better recommender 
systems are possible. 
 
Approaches to algorithm regulation thus far demonstrate a number of gaps and limitations: 
  

●​ Some approaches treat all forms of engagement the same. A nuanced understanding of 
engagement shows that some forms of engagement provide higher value signals than others. 
For example, writing a long comment on another user’s post, filling out an in-feed survey, or 
making a purchase might all be considered engagement signals, yet they provide stronger, less 
ambiguous indications to the platform of a user’s preferences and intent than automatic or 
passive scrolling, liking, or clicking. 
 

●​ Many approaches do not address the organizational incentives that drive design choices within 
companies, including the structures linking corporate, team, and employee objectives and 
metrics to rewards. Regulation can play a helpful role in changing these incentives to inspire 
designs that bring more value to users. 
 

●​ Some approaches assume that the same strategy for mitigating harm will work on every 
platform and algorithmic feed. But platforms designed for different user engagement patterns 
and with different affordances require tailored approaches. For example, a platform that does 
not provide for “following” other accounts would not be able to meet a requirement to curate 
content solely from the user’s network of followed accounts. 
 

●​ As noted above, some approaches hold up chronological feeds as the preferred alternative to 
algorithmic feeds. But chronological feeds have important limitations and naturally reward 
spam-like behavior. There are better options available that can be designed to mitigate a 
variety of harms. 

 
This report offers a guide for policymakers and product designers to address these gaps and 
incentivize better recommender systems. It represents the consensus view of a leading group of 
recommender systems experts about measures that can be enacted through public policy and product 
design to optimize these systems for long-term user value and high-quality user experiences. Not 
every member of the KGI Expert Working Group on Recommender Systems agrees with every facet of 
this report, but as a collective the working group supports the guidance provided.  
 
The guidance in this report was developed on the basis of a growing body of research spanning 
computer science, economics, social science, and behavioral science, combined with deep insights 
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from industry veterans. Following the guide would help mitigate many of the concerns currently 
motivating proposals for the regulation of online algorithms.  

II. Background: Recommender Systems 101 
Recommender systems are the algorithms that select, filter, and personalize content and other items 
across online platforms, services, and applications.6 This report considers recommender systems 
broadly, including those used across social media, search engines, streaming, e-commerce, and 
gaming. Although policy discussions about recommender systems tend to focus on social media, the 
policy guidance in this report may be equally applicable to recommender systems in use more broadly. 
 
This section is intended to provide a primer on recommender systems for lay readers. It establishes 
terminology used throughout the rest of the report, describes how recommender systems are 
designed, explains the roles of engagement and personalization, and reviews different types of harms 
that have been associated with algorithmic systems. 

A.​  Terminology 

 
Candidate items are items identified during the ranking stage as plausibly of interest to a particular 
user in a particular context.7  
 
Engagement refers to actions taken by users on recommended items, such as clicks, likes, 
comments, reposts, watch time, dwell time, upvote, downvote, and many others.8 
 
Holdout groups are groups of users on a platform who are exempted from the application of changes 
to their user experiences for a fixed period of time. 
 
Items are the elements eligible for display by a recommender system. Items can include individual 
pieces of content, accounts, groups, pages, channels, products, or ads. This report uses the term 
‘item’ instead of ‘content’ because not everything that gets recommended to users is considered 
content in all circumstances (e.g., user accounts). 
 
Long-term user value refers to outcomes that align with individual users’ deliberative, 
forward-looking preferences or aspirations. Long-term user value prioritizes long-run user preferences 
and users’ ability to achieve their aspirations over short-run, impulsive preferences. 
 
Metrics are what is measured to evaluate the success of a recommender system at a high level. 

8 Cunningham et al., “What We Know About Using Non-Engagement Signals in Content Ranking.” 

7 Thorburn et al., “How Platform Recommenders Work.” 

6 Stray et al., “Building Human Values into Recommender Systems,” 1. 
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Predictions are probabilities or other values generated by machine learning models that are weighted 
and combined in the value model used for ranking. These probabilities can be generated for any 
potential user behavior – click, like, watch, repost, upvote/downvote, etc.  
 
Ranking is the stage of the recommendation process in which each candidate item is assigned a 
score intended to capture the value of showing it to a particular user in a particular context.9  
 
Recommender systems are the algorithms that select, filter, and personalize content and other items 
across online platforms, services, and applications. 
 
Scores are the output of value models: numeric values assigned to each candidate item during 
ranking. Computing a score for each candidate and then ordering them by their scores is the core 
function of ranking. 
 
Signals are the data inputs used for ranking. They summarize aspects of the content, the user, the 
context, and how all of these interact. 
 
Value models are the formulas used to compute a ranking score for an item for a particular user. Value 
models often have many terms, which are the individual components of the formula. 
 
Weights are individual numeric settings that control the output of a recommender system at a high 
level, such as the relative contributions of different predictions to an item’s score.10  

B.​  Designing Recommender Systems 

The process of recommending content proceeds from mapping the universe of items a user could 
plausibly be interested in to identifying and finally recommending the items most advantageous to a 
platform’s goals. This process usually occurs in four stages:11  
 

1.​ Moderation: The platform applies its moderation policies to the universe of available items, 
removing items from the pool that violate the platform’s policies. 
 

2.​ Candidate generation: The platform selects high-potential items as candidates from among 
the universe of available items. This universe can be very large, sometimes on the order of 
billions of items, so selecting candidate items is usually a very lightweight computational 
process that does not involve in-depth analysis.  

 

11 Thorburn et al., “How Platform Recommenders Work.” 

10 Stray et al., “Building Human Values into Recommender Systems,” 13. 

9 Ibid. 
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3.​ Ranking: Each candidate item is then assigned a numeric score intended to capture the value 
of showing it to a particular user in a particular context.12 This score determines the order in 
which candidate items are output from the ranking stage. 

 
4.​ Re-ranking: Finally, the order of candidate items is changed according to other ancillary goals, 

for example, to avoid repetitiveness in terms of the content type or source. These ancillary 
goals may be considered important because their absence undermines long-term engagement 
– for example, less variety may be more engaging in the short term, but may diminish the user’s 
experience on a platform over the long-term. 

 

 
Figure 1. A typical recommender system pipeline, along with an approximate number of items  

retained at each stage for a large platform.
13

 

 
There are multiple possible high-level designs for recommender systems. A traditional approach 
assigns fixed weights to specific predictions (such as probabilities of clicks, likes, or shares) based on 
their presumed importance to the user, and the system sums these terms to compute a score for each 
item.  
 
A more complex recommender system may rely on a neural network (a type of machine learning model 
that mimics the human brain) to generate ranking scores instead. First, it relies on predefined rules to 
label past user behaviors, assigning a value to each behavioral signal (post, like, follow, etc.) based on 
the platform’s criteria. This labeled data is then used to train a neural network, which learns to identify 
patterns and relationships between that user’s specific behavior, the content characteristics, and the 
context. The neural network generalizes these patterns to predict the value of showing a specific item 
to a particular user at a given time, and the recommender system uses these predictions going 
forward. 
 
Within a single online service or product, there may be separate recommender systems used for 
different feeds, such as the home page or main feed, sidebars, account or group recommendations, 

13 The graphic is modified with permissions from Thorburn et al., “How Platform Recommenders Work.” 

12 Ibid. 
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and ads. These recommender systems may be designed to accomplish different objectives.14 See 
Figure 2 below for examples based on recommendations from YouTube and Instagram.  
 

​
 

Figure 2. Social media platforms are designed as collections of many recommender systems. Above are two 

examples from YouTube and Instagram featuring recommender systems that rank different kinds of items. 

C.​  Understanding Signals and Predictions 

The type of signals and predictions used during the ranking stage are key choices in the overall design 
of recommender systems. As discussed below, most recommender systems make predictions about 
the likelihood of specific user behaviors resulting from a recommendation.15 However, predictions can 
also focus on the characteristics of individual items and the kinds of feedback users might give. The 
table below describes these categories of predictions in more detail. Platforms often use and combine 
predictions from all three categories.  

 

15 See Goodrow, “On YouTube’s recommendation system” as an example that provides an overview of the 
signals used by YouTube’s recommender system. 

14 See, e.g., Hosseinmardi et al., “Causally Estimating the Effect of YouTube’s Recommender System Using 
Counterfactual Bots.” 
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Categories of predictions 

Engagement predictions​
The likelihood that a user will take an action on an item, such as a click, comment, like, 
re-share, watch, dwell or linger, or upvote/downvote. 

Item-level scores16 
A score assigned to an item independent of the viewer with a clear valence of value, that 
is, where a high score is more desirable and a low score is less desirable in some way.  
Item-level scores could include an item’s informativeness, toxicity, or likelihood to be 
spam, for example. Item-level scores can be assigned by human raters, machine learning 
models trained on human-labeled data, or pre-defined heuristics (e.g., posts coming from 
a certain URL are automatically given a certain spam score). Some third parties have 
created indices containing scores for certain types of items, such as news credibility or 
authoritativeness.17 

Item-level survey response predictions18 
The likelihood of users to answer a particular item-level survey in a positive or negative 
way. See the discussion of signals below for more detail on how surveys can be 
incorporated into predictions. 

 
The scope of possible signals recommender systems can incorporate is even wider. These signals can 
range from observations about behavior to qualitative data and explicit user controls. The table below 
describes various categories of potential signals by their source. 
 

Categories of signals 

Engagement (or behavioral) signals​
Actions a user can take on an item, such as clicks, comments, reactions, re-shares, watch 
time, dwell time, purchases, bookmarks, saves, and feature usage. 

User responses to survey questions19 
Users can take two types of surveys: those about specific items (item-level) and others about 
their overall experience, not associated with a specific item (user-level).  
 
Examples of item-level questions: “Is this item informative?” “Would you like to see more like 
this?” “Is this item worth your time?” “What star rating would you give this item?” 
 
Examples of user-level questions: “How was your experience using [platform] today?” “Would 
you use [platform] again?” “Would you recommend [platform] to a friend?” 

19 Cunningham et al., “What We Know About Using Non-Engagement Signals,” 2. 

18 Stray et al., “Building Human Values into Recommender Systems,” 18. 

17 See, e.g., NewsGuard, “News Reliability Ratings.” 

16 Cunningham et al., “What We Know About Using Non-Engagement Signals,” 5. 
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Quality feedback from users20 
User feedback on an item that has a quality valence (i.e., positive or negative). For example, 
platforms often include buttons allowing users to explicitly report items for violating platform 
rules or to request that they not be shown again.  

Annotations from raters21 
Annotations provided by human raters to identify particular kinds of ‘positive’ or ‘negative’ 
content for the purpose of ranking. For example, human raters could annotate a set of items 
for whether they reflect a constructive approach to disagreement or a diversity of viewpoints. 

Content properties 
Information about an item’s content, such as its media type (text, image, video, etc.) or higher 
order aggregations like topic and sentiment.  

User controls22 
Settings that the user can explicitly and proactively change to control the ranking or visibility 
of future items. For example, functionalities that allow users to follow and subscribe to 
accounts, block users, mute terms, explicitly select topics, or change how posts are ranked. 
User controls are available in the user interface and their selection is not visible to other 
users. 

Profile data 
Data about the characteristics of users, such as their age, gender, race, ethnicity, religion, 
political affiliation, socioeconomic status, and location. 

Off-platform data23 
Data collected about users’ activity from outside a platform’s recognizable suite of services, 
such as the list of URLs the user visits where the platform has placed tracking technologies 
(pixels, cookies, etc.). 

Context data 
Data that communicates contextual information about other data, such as date, time of day, 
and location. 

 

 

23 Various platforms collect data about users’ activity outside of their core suite of services. See, e.g., Meta, 
“Meta Pixel”; Reddit, “About the Reddit Pixel.” Many platforms have disclosed that this off-platform data is used 
by their on-platform recommender systems. See, e.g., Google, “Activity Controls”; Google, “Manage Your 
Recommendations and Search Results”; Meta, “Review Your Activity off Meta Technologies”; Reddit, “Settings.”  

22 Cunningham et al., “What We Know About Using Non-Engagement Signals,” 2. 

21 Stray et al., “Building Human Values into Recommender Systems,” 17. 

20 Ibid. 
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D.​  Characterizing User Signals 

Users generate a wide variety of behavioral signals as they use mobile apps and visit websites, and 
not all signals are created equal. The amount, type, and value of information conveyed by any 
individual signal varies greatly depending on whether that signal is generated by liking a post, 
purchasing an item, toggling a user setting, or any other user activity.      
 
Signals can be characterized on at least four different spectrums: 
 

●​ Impulsive to Deliberative: This spectrum represents the user’s state of mind when interacting 
with the recommender system, i.e., whether they are acting automatically (impulsively) or with a 
degree of intention or conscious self-reflection (deliberatively). Users could be acting 
impulsively when scrolling through their feeds for long periods of time, for example, and 
deliberatively when writing long comments or selecting from among different videos.24 Similar 
examples exist in other domains, for example, impulsively eating potato chips versus 
deliberately choosing a healthy meal.   

 
●​ Effortless to Onerous: This spectrum represents the level of effort users expend when using 

different affordances or features of an online platform. Some actions on a platform require more 
time, focus, and steps to complete than others.  
 

●​ Inferred to Stated Preferences: This spectrum represents the manner in which users express 
their preferences to platforms’ recommender systems. In some cases, user preferences are 
inferred from their activity, while in others this process can be more explicit. For example, a 
platform might infer users’ preferences based on the users dwelling on an item, or users may 
explicitly state their preferences when toggling user controls or responding to surveys.  
 

●​ Ambiguous to Clear: This spectrum represents the confidence with which a given signal 
accurately captures information about what it purports to measure. For some signals there can 
be multiple interpretations about their meaning and therefore uncertainty as to whether they 
communicate meaningful information. For example, sometimes users comment on items they 
like, while at other times they comment on items they do not like, creating ambiguity about 
what the act of commenting (setting aside the content of the comment) indicates to the 
platform. 
 

These spectrums are not entirely independent of one another. Some characteristics of signals will tend 
to correlate. For example, if a signal indicates a user behavior that occupies a lot of time (e.g., filling 
out a long survey), that onerous signal is also more likely to be deliberative. 

24 There can be individual variability in the online behaviors that signal impulsive versus deliberative usage. A 
user may post long comments when they are impulsively ranting, or users in a disorganized mental state may 
take a long time to look through different videos as they struggle to make a decision. Deliberative signals can 
thus be ambiguous.  
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The existence of specific signals can also be intertwined with the incentive structures of the platform. 
Content creators might encourage their followers to like a post or send a direct message because they 
perceive this behavior to be algorithmically beneficial to their content. Retailers might encourage users 
to leave reviews or reshare content to be entered into contests or sweepstakes.  
 
Preventing the use of all user signals – as some policy proposals seek to do – ignores these nuanced 
distinctions between different types of signals. Heavier reliance on signals that are deliberative, 
onerous, clear, and reflect stated preferences should produce user experiences that are more aligned 
to users’ aspirations, in other words, feeds that are both personalized and valued by users. Similarly, if 
research validates that certain impulsive or effortless signals are better predictors than more 
deliberate, onerous signals, they could be used as well. The research behind these distinctions is 
explored further in Section III. 
 
Examples of Each Signal Type 
 

25 LinkedIn, “Use LinkedIn Reactions”; Stroud et al., “Like, Recommend, or Respect?”; Washington Post, “The 
Washington Post Launches a New Commenting Experience Exclusively for Subscribers.” 
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Spectrum Examples 
Impulsive ←→ Deliberative Impulsive: resharing a link without clicking on it first, liking a 

video without watching most of it, writing short/quick 
comments 
  
Deliberative: writing long comments, filling out surveys, long 
watch time, bookmarks, user controls 

Effortless  ←→  Onerous Effortless: clicks, reactions, reshares, upvotes/downvotes 
  
Onerous: writing long comments, filling out long surveys, long 
watch time 

Inferred preference ←→  
Stated preference 

Inferred preference: dwell time, clicks, reshares 
  
Stated preference: user controls, survey responses, purchases, 
value-based reactions (e.g., “insightful”, “respect” buttons),25 
up-votes, searches for specific keywords 
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E.​ Maximizing Predicted Engagement 

Maximizing predicted engagement is among the most prevalent industry approaches for how 
recommender systems are designed to select and rank items. Engagement influences the signals, 
predictions, and metrics used by recommender systems. 
 
Recommender systems today largely rely on signals, predictions, and metrics of engagement to 
determine which items to recommend. For example, a recommender system may use signals about 
which videos a user typically watches for long periods of time to generate predictions about which 
new videos will cause them to repeat this behavior.  
 
Ad-supported platforms in particular have strong incentives to optimize their recommender systems 
for predicted engagement – more users spending more time and being more engaged means more ad 
revenue. Keeping users on a platform by maximizing their engagement also generates more data that 
allows a platform to improve its ad targeting, which incentivizes continued engagement maximization 
in a self-reinforcing cycle.26 
 
Many platforms have disclosed that their recommender systems are optimized for maximizing 
predicted engagement, for example:  
 

●​ Facebook and Instagram’s recommender systems make predictions about how likely users are 
to tap, watch, and otherwise respond to recommended content, although predictions differ 
across media types (e.g., stories and posts).27 

 
●​ TikTok’s recommender systems have two key metrics – maximizing retention and time spent – 

and predict how likely a user will like, comment on, and watch posts.28​
 

●​ X’s recommender systems optimize for behaviors such as likes, reposts, and replies and assign 
ranking scores based on predictions about this engagement.29 They also source roughly half of 
candidate items from accounts users follow and are likely to engage with, and half from items 

29 X, “Twitter’s Recommendation Algorithm.” 

28 Smith, “How TikTok Reads Your Mind.” 

27 Meta, “Our Approach to Explaining Ranking.” 

26 Wu, The Attention Merchants. 
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Ambiguous ←→ Clear Ambiguous: dwell time, watch time, clicks, likes, reshares, 
comments, feature usage, upvotes/downvotes, purchases (due 
to impulse buys), follows (due to tracking disfavored accounts) 
  
Clear: user controls, survey responses, value-based reactions, 
long-term user retention 
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engaged with by users who have similar interests.​
 

The design of recommender systems may be poorly aligned with prosocial values, such as safety and 
user empowerment.30 This misalignment can be particularly concerning for minors. Public policy can 
work to create better incentives that are more consistent with delivering long-term value and 
high-quality experiences to all. 
 

III. Research Findings 
​
Recommender systems and the dominance of engagement-based designs have recently been the 
subject of significant research. This scholarship spans computer science, psychology, social science, 
and behavioral economics, and has gleaned many important insights for public policy. This section 
summarizes the major findings of this research and its lessons for policy affecting the design of 
recommender systems.  
 
While the breadth of scholarship on recommender systems is wide, its insights for policy can be 
distilled into three major categories: documenting specific harms associated with 
engagement-maximizing design, examining the misalignment between recommendation strategies and 
stated user preferences, and exploring the viability of alternative approaches to designing 
recommender systems.   

A.​  Harms Associated with Maximizing Predicted Engagement 

In recent years, observers have linked online platforms to a range of harms. These include increased 
polarization and reductions in trust, direct incitement to violence up to and including acts of genocide, 
harms to mental and physical health, and harms stemming from privacy invasion, commercial 
surveillance, and user profiling, among others.31 While itemizing every potential harm is outside the 
scope of this report, it is useful to identify key vectors for harms to individuals, as defined by users 
themselves, that can stem from exposure to recommender systems. Building on prior work, these 
include:32 
 

●​ Unwanted or harmful content: Direct promotion by a recommender system that results in 
exposure to a harmful item, such as inducement to self-harm, bullying, or graphic violence. 
 

●​ Unwanted or harmful usage of the product: Usage of a product that results in aggregate 
harmful effects on the user even if no particular item is objectionable, such as addiction, 

32 Lubin et al., “Social Media Harm Abatement.” 

31 Bavel et al., “How Social Media Shapes Polarization”; Brailovskaia et al., “Experimental Longitudinal Evidence 
for Causal Role of Social Media Use and Physical Activity in COVID-19 Burden and Mental Health”; Park et al., 
“Global Mistrust in News”; United Nations Independent Investigative Mechanism for Myanmar, 
“Anti-Rohingya Hate Speech On Facebook”; Pasquale, The Black Box Society; Turow, The Daily You. 

30 Stray et al., “What Are You Optimizing For?” 
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problematic or compulsive usage, reduction in sleep that impairs functioning, or reductions in 
markers of subjective well-being. 
 

●​ Unwanted or harmful contact: While harmful contact (such as harassment or unwanted 
sexual advances) is not carried out directly via a recommender system, recommender systems 
can actively promote contacts,33 groups, or networks that engage in or foster this behavior.34 
 

●​ Unwanted or harmful usage of personal information: While specific use of misappropriated 
user data or media (e.g., revenge porn and doxxing) may not be initiated by a recommender 
system, these items are sometimes promoted by recommender systems. 

 
Concerns have also been raised about collective or systemic harms, risks, and impacts. Systemic risks 
are a central construct in the EU’s DSA. The discourse that has ensued since its introduction and 
adoption into law has helped to clarify the concept.35 Systemic harms tend to:  
 

●​ be widespread or large-scale; 
●​ result from interactions or feedback loops between the recommender system and multiple 

other entities (e.g., users, other platforms, or institutions); 
●​ undermine important rights or institutions; and 
●​ be difficult to reverse (although the impacts may be initiated by poor choices in the design of a 

recommender system, they have cascading effects that cannot be undone by merely improving 
the design of the system). 

 
While academic research has identified connections between various harms and recommender 
systems designed to maximize predicted engagement, it faces important challenges, including lack of 
access to necessary data, inability to experiment with alternative designs in realistic settings, and legal 
risks associated with studying online platforms. Researchers have attempted to surmount these 
difficulties through various creative empirical methodologies, and though imperfect, findings point to 
specific associations between engagement and harms of different kinds. 
 
One potential harm stems from the central role of recommender systems in extending social media 
use. Robust empirical literature has documented that among adolescents, extended use of social 
media (spurred by engagement-based designs) straightforwardly contributes to a decrease in time 
associated with healthier activities such as sleep.36 When this happens, sleep may be disrupted 

36 Alonzo et al., “Interplay between Social Media Use, Sleep Quality, and Mental Health in Youth”; Brautsch et al., 
“Digital Media Use and Sleep in Late Adolescence and Young Adulthood”; Carter et al., “Association Between 
Portable Screen-Based Media Device Access or Use and Sleep Outcomes.” 

35 Sullivan and Pielmeier, “Unpacking ‘Systemic Risk’ Under the EU’s Digital Service Act.” 

34 In several recent cases, plaintiffs have alleged harms relating to platform recommendation of minors' profiles to 
strangers with no friends in common or the recommendation of adult drug dealers' profiles to minors with no 
friends in common. See, e.g., “In Re: Social Media Adolescent Addiction Personal Injury Products Liability 
Litigation”, District Court for the Northern District of California; “Neville v. Snap, Inc.”, Superior Court of California. 

33 Thiel et al., “Addressing the Distribution of Illicit Sexual Content by Minors Online.” 
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through various mechanisms, including delayed and worsened quality, increased psychological 
stimulation before bedtime, and distorted circadian rhythms from light emissions.37 Indeed, research 
has found that adolescents often report using social media late at night and losing track of time when 
doing so.38 This occurrence is concerning because insufficient sleep can affect various other health 
issues, such as the likelihood of learning problems, depression, and suicidal ideation.39 
Engagement-based feeds may plausibly contribute to these outcomes in adolescents, although more 
research is needed to examine this connection. 
 
Engagement-based feeds may further have consequences for the user experience and behavioral 
norms of platforms. For instance, engagement may exacerbate negativity and polarization online. 
Though research attempting to link social media with political polarization in the aggregate has had 
mixed effects,40 experimental studies have found that, compared with alternative designs, 
engagement-based ranking elevates negative emotions (including anger and sadness) and hostility 
toward outgroups among users, as well as the share of items expressing this negativity and hostility.41 
Optimizing for engagement may also shape the kinds of items users are exposed to in detrimental 
ways. Empirical research has documented how engagement contributes to increased encounters with 
borderline abuse (such as insults and targeted cursing)42 and low-quality information about news 
events.43 Each of these findings raises important concerns about how engagement directly affects 
users and their behavior, although further research and transparency are needed to adequately 
understand their consequences.44 
 
Notably, the guidance provided in this report is agnostic as to the type of underlying individual or 
systemic harms potentially mitigated should the recommendations be adopted. The guidance is 
targeted at upstream aspects of system design that could potentially mitigate a wide variety of harms 
and create a wide variety of benefits to users.  

B.​  Harms to Minors 

Research into the cognitive and social-emotional development of adolescents indicates they may be 
more vulnerable to risks associated with exposure to social media than adults.45 Several traits unique 

45 See, e.g., Office of the Surgeon General, “Social Media and Youth Mental Health.” 

44 These experimental studies exhibit important limitations, which range from potentially poor external validity to 
overreliance on user reports. One key issue is that empirical studies disproportionately focus on Twitter (now X). 
Historically this focus resulted from Twitter being a platform with easy-to-analyze text features and 
researcher-friendly API access, which has since been discontinued.  

43 Moehring, “Personalization, Engagement, and Content Quality on Social Media.” 

42 Bandy and Lazovich, “Exposure to Marginally Abusive Content on Twitter.” 

41 Milli et al., “Engagement, User Satisfaction, and the Amplification of Divisive Content on Social Media”;  
Piccardi et al., “Social Media Algorithms Can Shape Affective Polarization via Exposure to Antidemocratic 
Attitudes and Partisan Animosity.” 

40 Kubin and von Sikorski, “The Role of (Social) Media in Political Polarization.” 

39 Paruthi et al., “Consensus Statement of the American Academy of Sleep Medicine on the Recommended 
Amount of Sleep for Healthy Children.” 

38 Common Sense Media, “Constant Companion.” 

37 LeBourgeois et al., “Digital Media and Sleep in Childhood and Adolescence.” 
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to adolescent development affect their social media use.46 Adolescence is often marked by a 
sensitivity to social acceptance from peers,47 and adolescents’ opinions and decisions may be more 
influenced by peers than by adults.48 In addition, during adolescence, regions of the brain associated 
with emotional processing develop faster than those involved with reasoning and impulse control,49 
which may shape how adolescents use and respond to social media content.50 
 
In connection with these developmental realities, a broad body of research has demonstrated that 
children and teens experience negative consequences from social media use in some cases,51 and 
that they are often subject to engagement-maximizing tactics.52 By comparison, not enough research 
has decomposed how these harms result from specific elements of platform design, such as 
optimization of recommender systems, although a small literature base has identified mechanisms by 
which recommender system design undermines child well-being. 
 
First, some studies have examined the prevalence of self-harm, violence, and other content categories 
on video-sharing platforms popular among children, such as YouTube and Instagram, and observed 
that recommendations often feature this content.53 Second, a series of experimental studies in which 
researchers opened accounts purporting to be minors has found that sustained engagement with 
harmful content substantially increases the rates at which this content is recommended, raising 
concerns about the interaction between recommender systems and vulnerable minors (such as those 
with severe mental health issues).54 Finally, a handful of studies have warned about the potential for 
recommender systems to connect children’s accounts with sexual predators and other dangerous 
individuals.55  

C.​  User Preferences and Satisfaction 

Beyond the specific harms to adults and youth identified above, one major theme of research on 
recommender systems is that optimizing for predicted engagement may lead to recommendations that 
are not always aligned with user satisfaction.  
 

55 Pizzo Frey et al., “Recommendation Systems in Social Media”; Thiel et al., “Addressing the Distribution of Illicit 
Sexual Content by Minors Online.” 

54 Amnesty International, “Driven into Darkness”; Center for Countering Digital Hate, “Deadly by Design”; Hilbert 
et al., “#BigTech @Minors.” 

53 Bryant, “Instagram Actively Helping Spread of Self-Harm among Teenagers, Study Finds”; Radesky et al., 
“Algorithmic Content Recommendations on a Video-Sharing Platform Used by Children”; Papadamou et al., 
“Disturbed YouTube for Kids.” 

52 Costello et al., “Algorithms, Addiction, and Adolescent Mental Health.” 

51 National Academies of Sciences, Engineering, and Medicine, Social Media and Adolescent Health. 

50 5Rights Foundation, “Pathways”; Costello et al., “Algorithms, Addiction, and Adolescent Mental Health”; Chen 
et al., “The Engagement-Prolonging Designs Teens Encounter on Very Large Online Platforms”; Pizzo Frey et al., 
“Recommendation Systems in Social Media.” 

49 Casey et al., “The Adolescent Brain.” 

48 Ibid.  

47 Somerville, “The Teenage Brain.” 

46 Crone and Konijn, “Media Use and Brain Development during Adolescence.”  
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Optimizing for predicted engagement can lead to negative experiences with individual 
recommendations, dissatisfaction with the overall amount of time spent or experience using the 
product, or both.56 Today it is common for platforms to rely on engagement signals as proxies for 
users’ desires,57 implying that their behaviors reveal accurate information about their preferences.58 
Under this logic, training recommender systems on behavioral data and designing them to make 
predictions about user behavior should result in recommendations that satisfy users and align with 
their preferences.59  
 
However, research has exposed how that assumption is not always valid, especially given insights into 
the mechanics of individual decisionmaking.60 This is often formalized as the “dual systems” model of 
understanding choices, wherein an individual has one impulsive, mindless, or myopic self (sometimes 
referred to as System 1) and one forward-looking, thoughtful self (System 2) looking out for the 
individual over the long term.61 This can result in an individual’s actual, underlying preferences being 
short-circuited by their impulsive preferences. The individual’s impulsive behaviors will not necessarily 
represent their long-term interests. As a result, recommended content, though successful in inducing 
engagement, may fail to satisfy users and steer them toward behaviors they later regret, such as 
staying up late at night.62  
 
To illustrate how this manifests in the design of recommender systems, one study analogizes 
consuming content to eating potato chips at a party.63 A person attending a party might eat a whole 
bowl of potato chips, and the party host might take this as a sign to refill the chip bowl. But perhaps 
the party guest is eating impulsively, when in fact they have a long-term goal to be eating healthier 
food. The guest’s impulsive behavior is misaligned with their underlying preference, but the host 
interprets the behavior as a sign of what the guest wants.  
 
In a similar manner, impulsively dwelling on, clicking, and liking certain content (say, content that is 
risky in some way) does not necessarily reflect the user’s forward-looking desires to the platform. A 
platform that concludes from this engagement that the user must want more and more of this content 
would be falsely assuming that the user’s impulsive, mindless, or myopic behavior equates with their 
long-term preferences.  

63 Kleinberg et al., “The Challenge of Understanding What Users Want.” 

62 Common Sense Media, “Constant Companion.” 

61 Evans and Frankish, In Two Minds; Samson and Voyer, “Two Minds, Three Ways.” 

60 Agan et al., “Automating Automaticity”; Agarwal et al., “System-2 Recommenders”; Christakopoulou et al., 
“Deconfounding User Satisfaction Estimation”; Christakopoulou et al., “Reward Shaping for User Satisfaction”; 
Kleinberg et al., “The Challenge of Understanding What Users Want”; Milli et al., “From Optimizing Engagement 
to Measuring Value”; Stray et al., “What Are You Optimizing For?”. 

59 Ibid. 

58 Kleinberg et al., “The Challenge of Understanding What Users Want.” 

57 The scope of information provided by these signals matters significantly for the quality of recommendations. 
For example, when a recommender system designed to rank news items lacks enough personal data to inform 
its recommendations, its performance is worse relative to human curation. See Peukert et al., “The Editor and the 
Algorithm.” 

56 See, e.g., Allcott et al., “Digital Addiction”; Cho et al., “Reflect, Not Regret.” 
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This dynamic often occurs on large online platforms, likely having consequences for both the 
well-being of users (as recommendations cause them to behave in ways they later regret) and the 
general tenor of behaviors promoted. For example, one study identified that engagement-based 
designs strongly incentivize creators to compete for attention, such as by using sexual, racial, or 
humor-based standard tactics to shape the content they offer.64 Another study has demonstrated that, 
when users engage with items, they often do so impulsively. Training recommender systems on this 
data about these impulsive behaviors and heuristics can bias their recommendations toward 
perpetuating that type of behavior.65 

D.​  Alternatives to Maximizing Predicted Engagement 

1.​ Chronological and Non-Personalized Feeds 

In both the US and the EU, laws and policies promoting chronological feeds or limiting the use of 
personal data to customize feeds have been proposed and adopted as alternatives to designs that 
maximize predicted engagement. Although these two approaches are distinct, chronological feeds are 
sometimes referenced as a simple approach to comply with requirements intended to limit the use of 
personal data in feed design. The appeal of both options as policy approaches is clear: they are simple 
to understand conceptually, and, in the case of chronological feeds, they have been a 
commonly-deployed design since the invention of online communications services (including in email, 
message boards, and social media itself). But existing evidence reveals the drawbacks of these 
approaches. 
 
Research shows that chronological feeds can decrease engagement and cause users to switch back 
to engagement-optimized feeds (if available).66 Chronological feeds also have multifaceted effects on 
user experience that are not necessarily positive. One major finding is that chronological feeds can 
shift the mix of recommended items in unexpected ways: these feeds may increase a user’s relative 
exposure to abuse, decrease content from accounts in their social network, and amplify the 
prevalence of political and untrustworthy content.67 Moreover, chronological feeds may create a 
recency bias that incentivizes “spammy” posting behavior,68 and they are not workable for all types of 
platforms (e.g., streaming services like Netflix and Spotify). This makes chronological feeds a 
suboptimal choice in many cases if the goal is to deliver high-quality experiences to the user. 
 

68 Bengani, “What’s Right and What’s Wrong with Optimizing for Engagement.” 

67 Bandy and Lazovich, “Exposure to Marginally Abusive Content on Twitter”; Guess et al., “How Do Social 
Media Feed Algorithms Affect Attitudes and Behavior in an Election Campaign?” 

66 Bandy and Lazovich, “Exposure to Marginally Abusive Content on Twitter”; Guess et al., “How Do Social 
Media Feed Algorithms Affect Attitudes and Behavior in an Election Campaign?”; Moehring, “Personalization, 
Engagement, and Content Quality on Social Media.” 

65 Agan et al., “Automating Automaticity.” 

64 Common Sense Media, “Who Is the ‘You’ in YouTube?” 
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Suggesting that users must choose between today’s engagement-optimized feeds and chronological 
or non-personalized feeds creates a false choice. In reality, the design space for recommender system 
optimization is vast. The next section explains other design approaches. 

2.​ Better Approaches 

Noting the deficiencies with both chronological feeds and recommender systems designed to 
maximize predicted engagement, researchers have explored how these systems could be redesigned 
to explicitly further different values. Theoretical studies have demonstrated that recommender systems 
need not be designed to maximize predicted engagement and that it is possible to balance 
engagement or even replace it with more prosocial values.69 For example, one study enumerated more 
than 30 possible values such as self-expression, informativeness, and safety, that could inform the 
design of recommender systems instead of engagement.70 
 
An abundance of research has experimented with implementing designs for recommender systems 
optimized for some objective other than maximizing predicted engagement. These approaches tend to 
be optimized around one or more of the following measures: bridging, survey responses, or quality.  
 
Bridging 
Social media platforms frequently become battlegrounds for conflict between different social groups. 
In response, researchers have proposed redesigning recommender systems to foster mutual trust and 
understanding across these social divides – an approach known as "bridging."71 Rather than 
attempting to eliminate conflict entirely, bridging aims to transform it into something more 
constructive.72 This can be achieved through algorithmic recommendations that prioritize items 
promoting productive dialogue or positive emotions. 
 
This approach to designing recommender systems is quite different from optimizing for predicted 
engagement. For example, scholars have demonstrated that items can be ranked according to the 
approval they obtain from diverse users or whether they receive radically different kinds of 
engagement from different social groups.73 Thus far, bridging-based recommender systems have seen 
only limited real-world deployments. Several social media platforms have incorporated “Community 
Notes” features, which use bridging-based systems to select user-generated notes to display that 
provide context about content posted by other users.74 
 

74 See, e.g., The YouTube Team, “Testing New Ways to Offer Viewers More Context and Information on Videos”; 
Wirtschafter and Majumder, “Future Challenges for Online, Crowdsourced Content Moderation”; Wojcik et al., 
“Birdwatch.” 

73 Ovadya and Thorburn, “Bridging Systems.” 

72 Stray, “Designing Recommender Systems to Depolarize.” 

71 Ovadya and Thorburn, “Bridging Systems.” 

70 Stray et al., “Building Human Values into Recommender Systems.” 

69 Agarwal et al., “System-2 Recommenders”; Besbes et al., “The Fault in Our Recommendations”; Milli et al., 
“From Optimizing Engagement to Measuring Value”; Singh et al., “Building Healthy Recommendation Sequences 
for Everyone”; Stray et al., “Building Human Values into Recommender Systems.” 
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Surveys 
Currently, it is common practice for social media platforms to survey users about their feeds.75 This 
usually occurs in two forms: questions about specific items (e.g. Facebook’s “Is this content good for 
the world?” survey) and more general questions about a user’s subjective experience (e.g., YouTube’s 
“Rate your YouTube experience today” survey).76 Platforms generally make more use of engagement 
data than survey data when recommending content to users because the former is much cheaper to 
obtain in large amounts.77 Survey data is thus less available and may exhibit bias that must be taken 
into account. To overcome these challenges, platforms use the survey data they collect from a fraction 
of users about a fraction of items to predict how the rest of the user population might feel about similar 
items.78 Figure 3 shows example surveys.​
 

 
Figure 3. Social media platforms often run surveys on a small subset of their users. Above are two examples 

from Facebook and YouTube featuring surveys asking users whether they want to see similar content and about 

the quality of ads.​
 

Many scholars have proposed expanding the role surveys play in content recommendation.79 For 
example, bridging-based recommender systems could make use of surveys by directly asking users 
how a specific item or their feeds as a whole affect their perceptions of political outgroups.80 
Recommender systems designed in this manner could assign rank scores based on predictions about 
how users would respond to survey questions. Using surveys in this way may help platforms detect 
unwanted experiences and surface higher-quality content.81  

81 Cunningham et al., “What We Know About Using Non-Engagement Signals”, 10-11. 

80 Stray, “Designing Recommender Systems to Depolarize.”  

79 Fast et al., “Unveiling the Neely Ethics & Technology Indices”; Iyer et al., “How User Experience Metrics 
Complement ‘Content That Requires Enforcement’”; Milli et al., “Engagement, User Satisfaction, and the 
Amplification of Divisive Content on Social Media”; Stray, “Designing Recommender Systems to Depolarize”; 
Stray, “Dependent Variables.” 

78 Ibid.;  Cunningham et al., “What We Know About Using Non-Engagement Signals.” 

77 Christakopoulou et al., “Reward Shaping for User Satisfaction.” 

76 Ibid. 

75 Cunningham et al., “What We Know About Using Non-Engagement Signals.” 
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Quality 
Researchers have proposed designing recommender systems to rank items based on some specified 
dimension of quality.82 For example, a quality-based recommender system could analyze the features 
of an item’s content for whether it uses profanity and other toxic language (such as slurs and targeted 
insults) and then assign rank scores to items based on this analysis.  
 
This example illustrates how recommender systems can be explicitly designed to further a specific 
quality objective. Many systems developed along these lines have demonstrated the viability of this 
approach to ranking.83 Their implementation at scale may be challenging because relevant 
stakeholders do not always agree about whether or which values should be explicitly promoted 
through design.84  

3.​ Implications for Recommender System Design 

Empirical research has shown that recommender systems designed to promote values other than 
engagement are both viable and successful at promoting user satisfaction. A number of studies have 
experimentally tested the effects of reranking recommended items using browser extensions on real 
platforms.85 These experiments find that users notice when changes are made in how items are 
recommended; that user experiences change in response to differences in recommended items; and 
that users are able to make effective use of tools that strengthen their control.86 Additional empirical 
research has also concluded that implementing alternative values in recommender systems is possible 
with only low to moderate trade-offs in measured engagement.87  
 
At a lower level in recommender system design, recent research has demonstrated that the signals 
employed by recommender systems can affect the characteristics of items recommended as well as 
the viability of using non-engagement based signals at scale.88 When recommender systems are 
trained strictly on the most readily available engagement signals (clicks, dwell time, etc.), they will tend 
to learn to choose items that drive those forms of engagement.89 Conversely, balancing different kinds 

89 Christakopoulou et al., “Reward Shaping for User Satisfaction,” 4. 

88 Agan et al., “Automating Automaticity”; Christakopoulou et al., “Deconfounding User Satisfaction Estimation”; 
Christakopoulou et al., “Reward Shaping for User Satisfaction,” Kleinberg et al., “The Challenge of 
Understanding What Users Want”;  Peukert et al., “The Editor and the Algorithm.” 

87 Moehring, “Personalization, Engagement, and Content Quality on Social Media”; Piccardi et al., “Social Media 
Algorithms Can Shape Affective Polarization via Exposure to Antidemocratic Attitudes and Partisan Animosity.” 

86 Ibid. 

85 Piccardi et al., “Social Media Algorithms Can Shape Affective Polarization via Exposure to Antidemocratic 
Attitudes and Partisan Animosity.” 

84 Stray et al., “Building Human Values into Recommender Systems.” 

83 See, e.g., Jigsaw, “Perspective API - How It Works”; NewsGuard, “News Reliability Ratings.” 

82 Singh et al., “Building Healthy Recommendation Sequences for Everyone”; Moehring, “Personalization, 
Engagement, and Content Quality on Social Media”; Stray et al., “Building Human Values into Recommender 
Systems.” 
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of signals can increase reported user satisfaction. For example, researchers have shown that 
combining survey-based signals with engagement-based signals achieves this improvement.90  
 
This work also points to the importance of allowing personalization of recommender systems, even (or 
especially) if they are not optimized for predicted engagement. Personalization has independent 
benefits that users may value. Research has demonstrated that personalization increases user 
satisfaction, improves the quality of content delivered, and decreases the search costs of finding 
high-quality content.91 Not all uses of engagement signals and predictions are personalized, and it is 
possible to personalize recommender systems without optimizing for predicted engagement. For 
example, personalized systems can be designed to assign higher scores to items in a user’s preferred 
language, from a particular geographic area, or consistent with their stated preferences. 
Personalization can also be key to recommender systems that rely on individuals’ data to enhance 
bridging, that leverage individuals’ survey responses or predicted survey responses, or that customize 
quality-based ranking to individual users, for example.  
 
Public policy that seeks to address engagement-based harms by eliminating personalization therefore 
aims at the wrong target. Approaches that directly address the maximization of predicted engagement 
are preferable, especially since personalization can strengthen the viability of non-engagement-based 
ranking strategies.92 
 
As a whole, these findings indicate that the universe of possible designs for recommender systems 
does not consist of a binary choice between optimizing for predicted engagement and chronological 
feeds. Although technical barriers present some limitations to deployment, the core reason that these 
alternative implementations are largely absent from the marketplace is misaligned incentives between 
the designers of recommender systems and the interests of their users and society at large. Public 
policy can support the deployment of alternative designs for recommender systems. Policymakers 
have already begun this work. 
 

 

92 Moehring, “Personalization, Engagement, and Content Quality on Social Media.” 

91 Budzinski and Lindstädt-Dreusicke, “Data (r)Evolution”; Donnelly et al, “Welfare Effects of Personalized 
Rankings”; Rafieian and Yoganarasimhan, “AI and Personalization.” 

90 Christakopoulou et al., “Deconfounding User Satisfaction Estimation”; Christakopoulou et al., “Reward 
Shaping for User Satisfaction.” 
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IV. Policy Landscape 
In the US, recent federal and state approaches to regulation of recommender systems and algorithmic 
amplification have focused on a few key areas: limiting Section 230 immunity from liability, enshrining 
transparency requirements into law, and consumer protection provisions such as prohibiting 
algorithmic misuse and discrimination. Few of these bills have passed into law, demonstrating the 
challenges of regulation in this sphere. Constitutional issues play a role as well, in particular the First 
Amendment, making these concerns the subject of several litigation efforts. 
 
The EU’s approach marks a contrast with nascent US regulatory efforts, with the DSA establishing 
transparency, choice, and risk assessment requirements with respect to platforms’ recommender 
systems.  
 
Federal Legislation 
The 117th and 118th Congresses saw several bills aimed at algorithmic amplification and 
recommender systems. Bills introduced that sought to limit Section 230 immunity from liability for 
social media companies based upon their amplification or recommendation of certain content include 
the Platform Integrity Act, which would have limited the application of the “Good Samaritan” provision 
of Section 230, regarding the publication of third party content, if a provider or user “promoted, 
suggested, amplified, or otherwise recommended” the content;93 the Justice Against Malicious 
Algorithms Act (focused on content causing physical or emotional injury);94 the Protecting Americans 
from Dangerous Algorithms Act (focused on content relating to interference with civil rights or content 
concerning acts of international terrorism);95 the DISCOURSE Act (focused on content provided to a 
user who neither requested nor searched for it);96 and the Health Misinformation Act (focused on 
content concerning health misinformation during a declared public health emergency).97  
 
Other efforts included transparency-based bills such as the Algorithmic Justice and Online Platform 
Transparency Act, which set forth reporting and record keeping requirements related to the algorithmic 
use of personal information;98 the Algorithmic Accountability Act, which sought FTC-led impact 
assessments of automated decision systems on critical issues that have a significant effect on 
consumers;99 the Platform Accountability and Transparency Act, which would require platforms to 
provide researcher access to platform data and proactively release certain information to researchers 
and the public, including information concerning ranking and recommendation algorithms;100 and the 

100 United States, “Platform Accountability and Transparency Act.” 

99 United States, “Algorithmic Accountability Act.” 

98 United States, “Algorithmic Justice and Online Platform Transparency Act.” 

97 United States, “Health Misinformation Act.” 

96 United States, “DISCOURSE Act.” 

95 United States, “Protecting Americans from Dangerous Algorithms Act.” 

94 United States, “Justice Against Malicious Algorithms Act.” 

93 United States, “Platform Integrity Act.” 
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Kids Online Safety and Privacy Act (KOSPA), which would require platforms to disclose information 
concerning their use of personalized recommendation systems, among other things.101  
 
Taken together, these bills indicate a recognition by legislators of the unknowns wrought by 
recommender systems and the resulting need for platform transparency. They also reveal a lack of 
consensus as to the means to achieve accountability for algorithmic recommendations.102 Despite 
interest from both major political parties, none of these bills have become law.  
 
State Legislation 
State-level legislative efforts in algorithmic regulation point to lawmakers’ concerns about the impact 
of recommender systems on minors and on the suppression of certain views (sometimes referred to as 
platform “censorship” or “shadow banning”).  
 
Bills targeting addictive feeds – specifically, the use of algorithms to spur online engagement by 
minors – have been proposed in several states. Those that were passed into law include California’s 
Protecting Our Kids from Social Media Addiction Act103 and New York’s Stop Addictive Feeds 
Exploitation (SAFE) for Kids Act.104 These statutes seek to protect children by limiting the personal 
data that can form the basis of algorithmic recommendations. North Carolina’s Social Media 
Algorithmic Control in IT Act, which prohibits the use of minors’ data for algorithmic recommendations, 
is pending.105 Other state proposals have emphasized offering minors alternatives to algorithmic feeds, 
requiring platforms to provide non-personalized or chronological feeds as options.106 
 
Other bills have sought to address algorithmic ranking through transparency requirements rather than 
direct restrictions. Minnesota's Prohibiting Social Media Manipulation Act was passed into law in 2024 
and requires platforms to disclose whether and how they assess content quality and explicit user 
preferences and how those signals are weighted in algorithmic systems in relation to engagement 
signals.107 The law also requires disclosure of all product experiments conducted on more than 1,000 
users including any negative effects resulting from those experiments.108 California’s transparency law, 
AB 587 (enacted in 2022 and subsequently narrowed following litigation) takes a different approach, 
focusing on mandatory disclosures of content moderation practices.109 
 
Age-appropriate design codes have been another common approach to broader concerns about 
youth online safety, with many state bills modeled after California's Age-Appropriate Design Code 

109 California, “AB 587.” 

108 Ibid. 

107 Minnesota, “Prohibiting Social Media Manipulation Act.” 

106 Colorado, “SB158.” 

105 North Carolina, “Social Media Algorithmic Control in IT Act.” 

104 New York, “Stop Addictive Feeds Exploitation (SAFE) for Kids Act.” 

103 California, “Protecting Our Kids from Social Media Addiction Act.” 

102 For in-depth exploration of some of the legal complexities, see Austin and Levy, “Speech Certainty”; Balkin, 
“Free Speech Versus the First Amendment.”  

101 United States, “Kids Online Safety and Privacy Act.” 
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Act,110 including Maryland’s Kids Code111 that was enacted into law in 2024, and the 2024 Vermont 
Kids Code that passed as part of a broader consumer privacy bill but was then vetoed.112 These bills 
generally require platforms to assess the harms to minors stemming from algorithmic 
recommendations and prohibit the use of deceptive patterns in product design that manipulate minors 
into taking actions against their own interest. Other states have focused on banning or restricting 
minors’ use of social media altogether or during certain periods of the day, prohibiting extended-use 
designs (e.g., autoplay, infinite scroll, push notifications, gamification), requiring age assurance and 
parental controls, or prohibiting algorithms from recommending harmful content to minors.113   
 
Several states, led initially by Florida and Texas, have proposed or enacted bills aimed at combating 
so-called “censorship,” “shadow banning” and “post-prioritization” of specific content or user 
accounts.114 These bills would affect algorithmic ranking by prohibiting platforms from using algorithms 
to "disfavor" certain content. This approach would also require platforms to disclose how their 
algorithms work and allow users to opt out in favor of chronological feeds.115 
 
Legal Challenges to State Laws 
Several of the state laws that have passed have been challenged in court, largely on First Amendment 
grounds. Many of these laws have been enjoined while litigation continues. 
 
Challenges to laws that impose broad design obligations,116 transparency mandates,117 and social 
media bans or age assurance requirements118 have largely succeeded thus far in halting enforcement 
while litigation is ongoing. For example, in 2024 the Ninth Circuit Court of Appeals affirmed a 
preliminary injunction against the California Age-Appropriate Design Code Act's requirement for 
businesses to assess and mitigate potential harm to children, citing First Amendment violations, while 
vacating and remanding other provisions for further consideration.119 In X Corp. v. Bonta, the Ninth 
Circuit Court of Appeals reversed the district court's denial of a preliminary injunction, finding that 
California's AB 587 likely violates the First Amendment by compelling social media companies to 
disclose their content moderation policies regarding specific categories such as hate speech and 
misinformation.120 A string of district court judgments have prevented broadly scoped online child 

120 Ibid. 

119 United States Court of Appeals for the Ninth Circuit, “X Corp. v. Bonta.” 

118 United States District Court for the District of Utah, “NetChoice v. Reyes”; United States District Court for the 
Western District of Texas, “Computer & Communications Industry Association and NetChoice v. Paxton.”  

117 United States Court of Appeals for the Ninth Circuit, “X Corp. v. Bonta.” 

116 United States District Court for the Northern District of California, “NetChoice v. Bonta.”   

115 See, e.g., Hawaii, “Anti-Big-Tech Censorship Act”; Minnesota, “SF 2716.” 

114 Florida, “SB 7072”; Texas, “HB 20.” 

113 See, e.g., Texas, “SCOPE Act”; Utah, “SB 194 Social Media Regulation Amendments”; Virginia, “Consumer 
Data Protection Act.” 

112 Vermont, S 289.” 

111 Maryland, “Maryland Kids Code.” 

110 California, “California Age-Appropriate Design Code Act.” 
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safety laws from going into effect in Arkansas, Ohio, Mississippi, Texas, and Utah on the basis of 
potential First Amendment violations.121 
 
Similarly broad laws passed in Florida and Texas aimed at social media content moderation and 
promotion practices are at issue in NetChoice v. Moody and NetChoice v. Paxton. Here, the Eleventh 
and Fifth Circuits, respectively, came to differing conclusions as to the constitutionality of the subject 
laws after federal district courts in both Florida and Texas enjoined the laws, noting the likely success 
of the trade association plaintiffs on First Amendment grounds.122 The Supreme Court vacated the 
decisions and remanded for further proceedings due to the lower courts’ failure to conduct an analysis 
of the laws’ applications in the First Amendment context.123 In so doing, the Court left open the 
possibility that some platform regulation–including, possibly, regulation concerning algorithmic 
amplification where algorithms responded “solely to how users act online”–could be compatible with 
the First Amendment.124 
 
In one of the first court opinions to consider more narrowly tailored approaches to regulating 
algorithmic feeds, the judge similarly concluded that such regulation may be consistent with the First 
Amendment. Ruling on a challenge to California’s Protecting Our Kids from Social Media Addiction Act 
in late 2024, the District Court for the Northern District of California allowed the law’s provisions 
restricting algorithmic feeds for minors to go into effect, while enjoining other provisions.125 Citing 
Netchoice v. Moody, the decision distinguished between algorithmic components that convey a point 
of view, such as content moderation decisions, and those that are functional, such as optimization for 
time spent. This distinction may open the door to further algorithmic regulation within the US. 
 
Section 230 Jurisprudence 
In early cases, judges granted Section 230 immunity to defendants against claims that using a 
recommender system made a platform the co-creator of harmful content. For example, in Force v. 
Facebook, the Second Circuit held that Facebook's friend and content recommendations did not make 
the company the co-creator of terrorist recruiting content.126 Similarly, in Dyroff v. Ultimate Software 
Group, the Ninth Circuit ruled that a recommender system did not make a website the co-creator of 
messages advertising illegal drug sales.127 These courts did not wholesale immunize recommender 
systems under Section 230, but clarified that plaintiffs could not evade the law’s reach by alleging that 
recommendation algorithms made websites the authors of harmful content.  
 
However, some courts have identified limits to Section 230's coverage of algorithmic systems. In 
Lemmon v. Snap, the Ninth Circuit held that Section 230 did not bar claims focused on Snapchat's 

127 United States Court of Appeals for the Ninth Circuit, “Dyroff v. The Ultimate Software Group.” 

126 United States Court of Appeals for the Second Circuit, “Force v. Facebook.” 

125 United States District Court for the Northern District of California, “NetChoice v. Bonta.” 

124 Ibid., 22. 

123 Ibid., 12. 

122 Supreme Court of the United States, “NetChoice v. Moody.”  

121 See, e.g., United States District Court for the District of Utah, “NetChoice v. Reyes.” 
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"Speed Filter" feature design, distinguishing between content-focused moderation (protected) and 
dangerous product features (not protected).128 More recently, the Third Circuit ruled in Anderson v. 
TikTok that Section 230 did not immunize TikTok for recommending a dangerous challenge video 
which allegedly led to the death of a minor.129 
 
Attorneys General have filed joint and individual suits alleging deceptive design and harmful practices, 
including a 42-state lawsuit alleging Meta’s social media products are harmful to youth.130 Private 
plaintiffs have likewise filed hundreds of lawsuits on behalf of youth, families, and school districts 
based on product liability, negligence, misrepresentation, deception, and a variety of other claims, 
some of which are based on harms that plaintiffs connect to content or account/friend 
recommendations. Many of these cases have been consolidated in federal and state courts and 
litigation is ongoing.131 
 
The Supreme Court has yet to address the scope of Section 230 immunity for content 
recommendations, sidestepping the issue in two 2023 decisions, Gonzalez v. Google and Taamneh v. 
Twitter. In Gonzalez, families of those killed in ISIS terrorist attacks sued Google, alleging that it had 
aided and abetted those attacks by allowing ISIS to post videos to YouTube and by recommending 
those videos to users algorithmically. In Taamneh, relatives of an ISIS attack victim in Turkey sued 
Twitter, alleging that as ISIS had used Twitter to expand its reach and Twitter both knew ISIS had done 
so and failed to take appropriate countermeasures, Twitter had aided and abetted an act of 
international terrorism. The Supreme Court held that Twitter could not be held liable for aiding and 
abetting a specific attack when they had not knowingly assisted in it.132 The Court determined that 
Gonzalez could be addressed on similar grounds, and declined to take up the question of the scope of 
Section 230.133  
 
EU Regulation 
The EU DSA establishes transparency, accountability, and user control obligations related to 
algorithmic recommender systems. Platforms must disclose the main parameters of their algorithms.134 
The DSA requires very large online platforms (“VLOPs,” with over 45 million users in the EU) to provide 
users with at least one recommender system option that is not based on “profiling.”135 The platforms 
must make this alternative system easily accessible in their interface. Additionally, platforms must 
implement mechanisms to mitigate systemic risks, such as the spread of disinformation or harm to 

135 European Union, “Digital Services Act,” Article 38. 

134 European Union, “Digital Services Act,” Article 27. 

133 Supreme Court of the United States, “Gonzalez et al. v. Google,” 2. (“[I]t has become clear that plaintiffs’ 
complaint—independent of §230—states little if any claim for relief. As plaintiffs concede, the allegations 
underlying their secondary-liability claims are materially identical to those at issue in Twitter.”) 

132 Supreme Court of the United States, “Taamneh et al. v. Twitter.” 

131 See, e.g., United States District Court for the Northern District of California, “In Re: Social Media Adolescent 
Addiction/Personal Injury Products Liability Litigation.” 

130 See Feiner, “Meta Sued by 42 Attorneys General Alleging Facebook, Instagram Features Are Addictive and 
Target Kids.” 

129 United States Court of Appeals for the Third Circuit, “Anderson v. TikTok.” 

128 United States Court of Appeals for the Ninth Circuit, “Lemmon v. Snap.” 
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vulnerable populations, arising from their recommendation algorithms. For VLOPs, the DSA mandates 
independent audits of algorithmic systems to ensure compliance and assess their societal impacts.  
 
The European Commission has begun its DSA enforcement, sending preliminary requests for 
information and opening multiple investigations into different platforms to examine non-compliance 
with a variety of DSA provisions. The Commission has launched several inquiries into different 
platforms related to recommender system provisions, all of which are pending resolutions.136  

V. Core Policy Guidance 
Current approaches to regulating recommender systems have made important attempts at mitigating 
harms associated with engagement-based designs, yet there is room for improvement. Some 
approaches have thus far focused on broad restrictions – banning or restricting personalization, 
algorithmic feeds, or both – while others are more nuanced. Chronological feeds are often promoted in 
policy discussions as the simple solution to algorithmic concerns. However, as the analysis in Section 
III shows, chronological feeds have drawbacks, and there are numerous other ways to design systems 
that provide users with valuable, high-quality experiences. Effective regulation should encourage the 
development of these alternative approaches, which can address potential harms while preserving the 
benefits that thoughtful use of engagement data and personalization can offer. 
 
This section provides policy guidance designed with the US legal framework in mind. While there is no 
guarantee that the constitutionality of legislative or regulatory efforts based on these guidelines would 
be upheld, this guidance attends to concerns about the potential for regulation to implicate speech 
rights under the First Amendment and platform liability immunity under Section 230. These are policy 
guidelines only; developing legislative text to support any of the guidelines would require nuance 
based on evolving case law. 
 
Section VI below offers additional policy guidance that may be more feasible to implement outside the 
US where different legal frameworks govern corporate and individual speech and liability. Some of 
these proposals may be implementable in the US, but they are crafted with non-US jurisdictions in 
mind. 
 
Both sets of guidance can be applied across common features powered by recommender systems, 
including news feeds/timelines, ads, account/group/channel recommendations, notifications, and 
more. They can also apply to companies of different sizes and to a variety of different services where 
recommender systems are in use, including social media, search engines, streaming, e-commerce, 
and gaming. The task of defining which specific entities are covered is left for those who may adopt 
this guidance in law or policy. 
 

136 European Commission, “Supervision of the Designated Very Large Online Platforms and Search Engines 
under DSA”; Husovec, “The DSA Newsletter #6.” 
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137 See, e.g., Huang et al., “Collective Constitutional AI” and Ovadya, “Towards Platform Democracy” for 
discussions of deeply deliberative preference elicitation in this context. 
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Long-Term Value to Users 
 

The policy guidance below makes frequent reference to long-term value to users. This concept 
encapsulates the objective of aligning recommender system design to outcomes that prioritize 
users’ deliberative, forward-looking aspirations or preferences – in the “System 2” thinking sense – 
while remaining generic enough to allow different platforms to design their own way of achieving 
it. 
 
For example, platforms that are optimized to support long-term value to users:  

●​ may ask users directly to state their explicit preferences;  
●​ may rely on surveys, quality indicators selected by the user, or predictions of each; 
●​ may rely on signals that are deliberative, clear, or onerous; or 
●​ may combine aspects of these or other approaches.  

 
On many platforms, the most accurate data about long-term user value comes from users directly 
expressing preferences through user controls and settings. This should be viewed as the most 
robust approach to understanding long-term user value, where this data is available.  
 
However, user controls are typically only adopted by a fraction of users, and for some 
recommender systems it may not be workable for platforms to offer user controls. In the absence 
of any more explicit preference data from users, the list of accounts that users choose to follow or 
subscribe to (on platforms that support such functionality) could be considered an indicator of 
long-term preference. Some platforms survey users to identify long-term value, and while survey 
populations can be representative of the user base, they typically engage a small subset of users.  
 
If explicit preferences or survey responses are not available, approaches that predict or 
extrapolate from user preference or survey data to the rest of the user population may be a 
reasonable alternative. Unlike optimizing for short-term predicted engagement, these approaches 
are based on explicit information supplied by users, albeit not all users. Platforms may also 
consider adopting deliberative processes where small subsets of users engage in intensive 
processes to identify how recommender systems can be optimized for long-term value, and 
applying those results across the user base.137 
 
One way of knowing when a platform’s design fails to serve its users’ long-term preferences or 
aspirations is when meaningful numbers of users regret their experiences on the platform or report 
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A.​ Design Transparency 

Limited public disclosures about how recommender systems work have existed for years. What began 
with a few companies voluntarily disclosing aspects of their system design has led to co-regulatory 
and regulatory frameworks that now mandate disclosures in some jurisdictions, most notably for 
platforms in the EU as a result of the DSA.  
 
Article 27 of the DSA requires designated platforms to disclose information about the design of their 
recommender systems in their terms of service.139 Existing disclosures focus on what signals are 
processed and what predictions are made by each recommender system, and essentially nothing 
about the metrics used to evaluate their design.  
 
While these disclosures go into detail about the signals used, few give information about which signals 
tend to be weighted more heavily, instead merely listing which signals play any role at all. 
Unsurprisingly, all disclosures state that recommender systems process information about a user’s 
engagement (e.g., how many posts of a certain type they have liked). The two platforms that disclose 
any information about how signals are weighted – TikTok and Snap – also share that engagement 
signals receive the most weight.140 
 
Less information is provided about predictions, and none at all is disclosed about metrics. The 
disclosures establish that all platforms make predictions about how likely users are to engage with 
recommended items, but they provide no information about the relative weights of each prediction. 

140 Snap, “How We Rank Content on Discover”; Snap, “How We Rank Content on Spotlight”; TikTok, “How 
TikTok Recommends Content.” 

139 European Union, “Article 27, Recommender System Transparency.” 

138 For example, in 2024, the Harris Poll reportedly found that almost half of Generation Z users regret the 
invention of TikTok, X, and Snapchat, while far fewer regret Youtube or Netflix. See Skiera, “What Gen Z Thinks 
about Its Social Media and Smartphone Usage.” 
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a loss of self-control. External surveys of user regret138 can serve as a means to validate that 
platforms are indeed optimizing for long-term preferences or aspirations. These outcomes indicate 
design patterns that undercut what users want from their experience on a platform over the long 
run.  
 
Optimizing recommender systems to maximize predicted short-term engagement does not 
typically promote long-term value. The mere fact that recommended items succeed in engaging 
users is not sufficient to establish that these recommendations align with long-term value to users. 
Rather, predictions of long-term value must be supported by evidence of explicit, expressed 
desires held by individual users or representative subsets of users, not ambiguous behaviors that 
may correlate with inferred “preferences.” 
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And none of the platforms disclose information about which metrics are used to evaluate the success 
of recommender systems and the teams who designed them. 
 
The mandatory disclosure of information about weights and metrics would allow outside experts, 
regulators, and the public to understand the tradeoffs being made in the design of recommender 
systems. These disclosures would allow for comparison of designs across different systems and over 
time. And the requirement to disclose would motivate platforms to optimize their designs and internal 
incentive structures in ways that demonstrate their attentiveness to long-term user value and 
satisfaction. 

 
Guidelines: 

Platforms must publicly disclose information about the specific input data and weights used 
in the design of their recommender systems. 

Platforms must publicly disclose the metrics they use to measure long-term user value. 

Platforms must publicly disclose the metrics they use to evaluate product teams 
responsible for recommender system design. 

 
 
Implementation discussion 

Input data and weights 

For each type of disclosure listed below, platforms should disclose the information as it applies across 
the entire user base, as well as with respect to individual user segments reflecting specific age, region, 
or other cohorts for which platforms specifically tailor their recommendations. 
 
Input data: All the sources of raw information used in ranking should be disclosed. This could include 
item content and metadata, engagement history, user survey data, quality feedback from users, 
annotations from raters, user settings, profile and social graph data, context data (day, time, location, 
etc.) and other data sources.  
 
In the case where input data to ranking is the output of another machine learning model, the input data 
to that model should also be included. An example of a (partial) disclosure of this type for Instagram is 
shown in Figure 4 below. Meta discloses some of the inputs to the machine learning models that feed 
into its rankings, but not all.​
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Figure 4. An image of Meta’s disclosure about the Instagram Feed’s recommender system.  

It shows some of the signals that factor into the recommender system’s prediction of  

whether a user will spend more than 10 seconds on the feed’s first post.
141​

 
The input data disclosure should also include data that comes from other products or features. For 
example, it should be disclosed whether or not YouTube uses user data from Google Search and 
whether the Facebook news feed uses ad engagement data for content selection. Knowing the 
universe of input data sources is necessary for independent experts to discern how recommender 
systems work. 
 
Values and their weight quartiles: Most recommender systems rely on weights applied to some set of 
values in the system, and these weights reveal which values have greater or lesser impact on ranking. 
Platforms and services should report the complete list of values and their weights for the system as a 
whole (not for each individual user). Because weights are difficult to interpret numerically, and could be 
claimed by some parties to be trade secrets, the quartile of the weight should be reported instead of 
raw numeric weights. Achieving meaningful transparency of these weights is an intricate and technical 
challenge. Section VII(B) provides guidance to product teams about how they could most usefully 
disclose this information.  

Metrics to measure long-term user value  

The mandatory disclosure of certain categories of metrics used internally within platforms would 
incentivize platforms to develop and track these metrics, and it would enlighten cross-industry 
comparisons about how key metrics of interest are measured within different platforms. In particular, 
platforms should disclose the metrics they use to measure long-term user value. Platforms may 
approach the measurement of long-term value to users in a variety of different ways, including by 
tracking daily active use and specific forms of engagement over time, through user surveys of different 
kinds, and through other methods. 
 

141 Meta, “Instagram Feed AI System.” Under the guidance proposed in this section, all of the inputs into the 
recommender system would be disclosed instead of a subset. 
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This guideline does not require platforms to measure long-term value in a specific way, it merely 
requires public disclosure about how long-term user value is measured. Similar to the recommended 
holdout experiments discussed in Section V(C), the objective of requiring the disclosure of these 
metrics is to motivate consideration for users’ long-term preferences and satisfaction in addition to 
platforms’ and users’ short-term gains. Public authorities can validate these metrics through 
independent cross-platform user surveys, which do not require any access to platform data. 
Regulators in the United Kingdom and Australia have already established such regular user experience 
monitoring.142 
 
For each metric that is published, the platform should disclose how the metric is calculated, which 
user segments it is calculated over, and the time window(s) over which it is calculated. User segments 
should include subgroups defined by demographic characteristics for which the platform collects data 
as well as those defined by quantitative thresholds of usage or engagement (for example, the top 10% 
or 1% of users as measured by specific forms of usage or engagement).  
 
This disclosure requirement is purposefully limited to account for constraints created by the First 
Amendment in the US. Section VI(C) discusses additional metrics disclosures to be considered in 
other jurisdictions. 

Metrics to evaluate product teams 

Every company has its own way of setting objectives and measuring employee and team performance 
against those objectives. One method in common use within technology companies is known as 
“objectives and key results” or OKRs.143 When using an OKR framework, each team or unit will 
establish an objective – a concrete and clearly defined goal – together with a small number 
measurable (and typically quantifiable) success criteria, the key results. Employee remuneration and 
recognition may be tied to achieving the KRs over some defined period, typically some number of 
quarters or a year. While not all companies use the OKR framework, most have some framework in 
place for focusing on a specific set of goals and a limited set of performance metrics that are used to 
measure progress towards those goals. 
 
The set of key results or metrics used to measure product team performance for teams responsible for 
recommender systems reveal what platforms are most focused on achieving with their recommender 
systems at any given time. Platforms may track hundreds or thousands of different metrics that can be 
used to evaluate many different forms of engagement, revenue, and ad impressions, as well as quality 
and integrity metrics.144 Requiring the disclosure of all of these metrics would provide a sea of 
information with no guide as to how the metrics are traded off against each other or which ones carry 
the most importance when platforms decide to make design changes.  

144 Integrity Institute, “On Risk Assessment and Mitigation for Algorithmic Systems”; Public Interest Tech Lab, 
“Evaluating News Feed Ranking Experiments.” 

143 See, e.g., Grove, High Output Management. 

142 eSafety Commissioner, “Australians’ Negative Online Experiences 2022”; Ofcom, “Experiences of Using 
Online Services.” 
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Focusing on the metrics used to evaluate product teams provides a narrower window into what the 
platform views as most important. Making these metrics transparent should incentivize platforms to 
incorporate employee and team evaluation criteria that better align with user value. Product team 
metrics that are solely and consistently focused on engagement metrics and do not include metrics 
related to user value, satisfaction, or harm mitigation should be cause for alarm. 
 
The metrics used to evaluate product teams can be viewed as sensitive from a business perspective 
because they may reveal information about product plans, roadmaps, or competitive strategies. For 
example, if a platform plans to launch a new feature during a particular quarter, a key result may be 
included related to the performance of that feature even before it has launched. The default should be 
that these metrics are publicly disclosed, but authorities implementing this requirement might consider 
incorporating an exception process in cases where they determine that heightened confidentiality is 
justified. 
 
As with many disclosure requirements, a requirement to make product team metrics public would be 
strengthened if it also included provisions for auditing these metrics. It would be straightforward for 
platforms to maintain a true set of metrics used to judge team performance and report a different set 
of metrics publicly, since external parties have no other information to verify whether the metrics being 
reported are the true metrics. Ensuring that these metrics can be audited by an independent auditor 
would provide a check against platforms potentially gaming this requirement. 
 

B.​  User Choices and Defaults​
 

Many platforms have developed basic functionalities that allow users to shape recommendations. 
These functionalities include controls at the item level, system-wide restrictions on unwanted items, 
and options for how items are ranked.  
 
Item-level controls typically permit users to hide or give feedback on an individual item, usually by 
tapping an adjacent button with a label like “hide”, “not interested,” or “show less like this.” 
System-wide restrictions include settings that limit the recommendation of potentially sensitive items, 
items with specific unwanted keywords, and items from unfamiliar languages. Finally, options for 
ranking let users toggle between a default feed and alternative feeds that rank items differently.  
 
Some platforms have developed alternative ranking feeds, either voluntarily or to meet their 
compliance obligations under Article 38 of the EU DSA, which mandates that users be given an option 
for each of their recommender systems that is “not based on profiling.”145 In practice, these feeds are 
chronological or non-personalized (i.e., items are ranked by recency or very general information about 

145 European Union, “Digital Services Act,” Article 38. 
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users).146 Feeds like these, which are available to users but not set as the default, are often difficult to 
access and understand and therefore see little uptake.147  
 
Policies that mandate chronological or non-personalized feeds may be particularly counterproductive if 
users switch back to engagement-optimized feeds due to a poor user experience. This outcome may 
allow platforms to claim that users prefer engagement-optimized ranking, obscuring the spectrum of 
alternative designs, and it provides no incentive for platforms to improve their user experience beyond 
the baseline set by ranking for predicted engagement. 
 
The user choice guidelines below focus instead on requiring alternative recommender systems that 
support long-term value to users and honor the preferences users set explicitly about items and types 
of items they do and do not want to see.    
 

Guidelines: 

Platforms must offer users an easily accessible choice of different recommender systems. 
At least one of these choices must be optimized to support long-term value to users. 

Platforms must provide easily accessible ways for users to set their preferences about 
types of items to be recommended and to be blocked. Platforms must honor those 
preferences. 

 
The first guideline would require platforms to offer at least one recommender system option that 
focuses on supporting long-term value to users, as discussed in the box above. Evidence from 
research and implementation has demonstrated a variety of approaches to designing recommender 
systems optimized for values other than predicted short-term engagement. This requirement does not 
mandate any specific approach, thereby giving platforms the freedom to design an alternative 
recommender system that supports long-term value to users in ways that reflect the unique 
characteristics of each platform. Yet, unlike a simple chronological or non-personalized feed, this 
option requires the platform to take deliberate steps to orient their systems around long-term value, 
whether by proactively soliciting long-term preferences from users, extrapolating from surveys or 
deliberative processes, relying on quality indicators selected by users, or through other means.  
 
The second guideline operates at the level of individual items and categories of items. In furtherance of 
user agency, it requires platforms to abide by users’ explicit indications about items they want to have 
recommended or blocked. A common complaint about existing user controls on social media 

147 Cunningham et al., “What We Know About Using Non-Engagement Signals,” 14. 

146 Pershan and McCrosky, “No Perfect Solution to Platform Profiling Under Digital Services Act.” 
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platforms is that they are difficult to access148 and do not enhance users’ sense of agency or control.149 
Even for the small fraction of users who engage with user controls, they often appear to have little or 
no effect on users’ feeds.150 If implemented effectively, these controls could be critical tools in helping 
users to exercise their long-term preferences – a user trying to reduce their consumption of unhealthy 
dieting videos, for example, could set preferences to limit this category of content from appearing in 
their feed. Requiring platforms to implement these controls in a robust and accessible manner is an 
important component in empowering users. 
 

Implementation discussion 
Choices and user controls are notoriously difficult to design effectively. Default settings will always 
have a much greater impact on overall user experience than settings users must choose themselves. 
Nevertheless, there is a vast body of work in human-computer interaction, user interface design, and 
behavioral economics from which platforms can draw to design their user choice and control 
architectures to be as effective and accessible as possible.151 For example, platform studies have 
shown how improving the accessibility and discoverability of controls can increase their uptake and 
positive reception among users.152 
 
Effective design will be crucial for the success of user controls. While the tools developed should be 
tailored to each platform, research has revealed some general design principles. Platforms should 
design controls knowing that users vary in what they want out of controls and the amount of 
knowledge they possess about how the platforms work.153 Some users desire very granular controls 
(e.g., over individual pieces of content) while others would prefer coarser control over the inclusion of 
specific topics (e.g., weight loss content in their feeds).154 Controls should be transparent and easily 
discoverable (or what the DSA calls “direct and easily accessible”).155 Users should also be able to 

155 Schnabel et al., “The Impact of More Transparent Interfaces on Behavior in Personalized Recommendation.” 

154 Gak et al. “The Distressing Ads That Persist”; Habib et al., “Identifying User Needs for Advertising Controls on 
Facebook.” 

153 Habib et al., “Identifying User Needs for Advertising Controls on Facebook”; Harper et al., “Putting Users in 
Control of Their Recommendations”; Jin et al., “Effects of Personal Characteristics in Control-Oriented User 
Interfaces”; Millecamp et al., “Controlling Spotify Recommendations”. 

152 Cunningham et al., “What We Know About Using Non-Engagement Signals”, 14; Schnabel et al., “The Impact 
of More Transparent Interfaces on Behavior in Personalized Recommendation. 

151 See, e.g., Calvo and Peters, Positive Computing; Davis et al., “Supporting Teens’ Intentional Social Media Use 
Through Interaction Design”; Desmet and Pohlmeyer, “Positive Design”; Hassenzahl et al., “Needs, Affect, and 
Interactive Products”; Hassenzahl, Experience Design; Friedman and Hendry, Value Sensitive Design; Peters et 
al., “Designing for Motivation, Engagement and Wellbeing in Digital Experience.”  

150 Ibid.; Gak et al. “The Distressing Ads That Persist”; Ofcom, “Fewer than Half of Social Media Users Find 
Content Controls Effective.” 

149 Lukoff et al., “How the Design of YouTube Influences User Sense of Agency”; Zhang et al., “Monitoring Screen 
Time or Redesigning It?” 

148 Platforms have also created features that attempt to explain why an individual item (e.g., an advertisement) 
was recommended to a user. Users can use this feature by tapping a button associated with an item that 
displays “Why am I seeing this post?” (or similar depending on the platform). However, these in-context 
explanations are not always helpful to users who desire transparency. See, e.g., Andreou et al., “Investigating Ad 
Transparency Mechanisms in Social Media”; Eslami et al., “Communicating Algorithmic Process in Online 
Behavioral Advertising”; Kim et al., “Why Am I Seeing This Ad?” 
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understand how toggling options will affect their experience on a platform.156 Platforms should 
aggregate available controls in an intuitive location that minimizes required navigation, such as by 
placing them in a prominent position within their settings.157 

 
Implementation details are crucial to the success of user controls. Platforms should present controls to 
users at key points in time when such choices feel most relevant and actionable. For example, 
platforms could incorporate preference selections during the signup process, at particular product use 
milestones,158 or following significant updates that affect recommender systems. This approach would 
complement access through platform settings while ensuring broader awareness and adoption.  
 

Applicability to minors 
For minors in particular, there may be legitimate concerns that offering a choice of recommender 
systems does not go far enough to protect these users given the stage of their cognitive and 
social-emotional development. A better approach would be to require that minors receive an improved 
recommender system design by default.   

 
Guideline: 

By default, platforms must set minors’ recommender systems to be optimized to support 
long-term value to these users. If platforms have insufficient information about long-term 
value to minors, they must default to non-personalized recommender systems. 

 
The crux of this guideline still relies on the platform developing its own approach to optimizing for 
long-term user value, but sets that option as the default rather than as a choice. This should 
incentivize platforms to build an understanding of long-term value for users in this group by allowing 
users to explicitly indicate what they would like to see on the platform (while applying appropriate 
privacy protections to this data), by conducting user surveys or deliberative processes, by following 
guidance and evidence from public health authorities, or through other means. If the platform does not 
have a mechanism for identifying long-term value to minors, it must fall back to a non-personalized 
recommender system. Because of the demonstrated value of personalization to both users and 
platforms, establishing this as a backstop should provide an additional incentive for platforms to 
develop rigorous approaches to understanding long-term value to minors. 

158 Redmiles et al., “Dancing Pigs or Externalities?” 

157 Habib et al., “Identifying User Needs for Advertising Controls on Facebook.” 

156 For example, over 20% of ads on Facebook are run without topics specified by the advertiser. This means 
these ads will continue to be shown even if a user has requested not to be shown ads targeted using a particular 
topic. See Ali et al., “Problematic Advertising and Its Disparate Exposure on Facebook.” 
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C.​Long-Term Holdout Experiments 

Recommender systems are commonly optimized for short-term predicted engagement. Financial 
markets and investors typically prefer to see an ad-driven business grow its engagement and usage 
on a quarterly basis, which fuels a short-term focus.  
 
Optimizing for longer term value, whether measured by user retention or satisfaction, is more difficult. 
Learning what makes users stick with the platform and increase their usage or satisfaction over time is 
a slow process; teams have to wait a year to find out from users what causes them to stick with a 
platform for that long. Running longer term experiments on a platform to find out what causes 
retention or satisfaction can be costly because it requires investment over time. The effects of platform 
changes that increase long-term retention or satisfaction can look like failures in the short run – daily 
active minutes might go down, but over months and years, user satisfaction might go up. This effect is 
depicted in Figure 5 below. Correlating short-term metrics with long-term metrics is difficult,159 and it is 
risky for platforms to commit to a long-term experiment if the initial, short-term results suggest that the 
intervention is making things worse. Because of this, platforms tend to rely on short-term experiments 
to inform product design changes.​
 

 
Figure 5. Example of a short-term versus long-term experimental effect. Platforms can lack sufficient incentives 

to conduct long-term experiments if early results indicate declines in user retention. 

 

Online platforms may run thousands or tens of thousands of experiments each year to test out 
different design aspects of their systems, including changes to recommender system design.160 Many 
of these experiments might last for days or weeks, after which time product teams evaluate their 
effectiveness against company-selected metrics and decide whether to maintain the changes, revert 
back, or continue experimenting. Over the course of a year, platforms might make dozens or hundreds 
of changes to the algorithms that power the recommendations each user sees. 

160 See, e.g., Donovan, “The Role of Experimentation at Booking.com.” 

159 Cunningham et al., “What We Know About Using Non-Engagement Signals.” 
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Given the frequency of experimentation, many platforms also maintain a holdout group – a group of 
users that are exempt from having design changes applied to their accounts, and who function as a 
control group for comparison with the rest of the user base.161 The holdout group size varies greatly 
from platform to platform. Most users never become aware that they are in a holdout group even 
though their user experience can vary significantly from all other users. 
 
On some platforms, holdout experiments can be long-running, with users staying in the holdout group 
for years at a time. While most holdout experiments go undisclosed, in the past companies have 
voluntarily published the results of long-term holdouts demonstrating the effects of specific 
design choices on metrics of user welfare. For example, Meta and Twitter (now X) have previously 
shared the results of long-term holdouts that withheld users from receiving advertisements and 
personalized feeds, respectively.162 These holdouts were run continuously for years, underpinning 
their usefulness for understanding the design features they examined. Running holdouts of this 
length should be considered a best practice for platform design.  
 
If long-term holdout experiments were to become more institutionalized and more available for public 
scrutiny, they could become powerful tools to shift platforms’ incentives towards designs that optimize 
for long term user retention, value, and satisfaction. As explained in Section III(C), users often make 
choices to engage with content in the moment that are not indicative of what the users aspire to or 
prefer in the long run, or what makes them happy about their overall experience with a platform later 
on. When platforms optimize for short-term engagement, they exacerbate this dynamic. If platforms 
were required to demonstrate long-term user value, they would design their recommender systems 
differently. Requiring long-term holdout experiments and the public disclosure of their results will 
incentivize platforms to give more priority to long-term user retention, value, and satisfaction.  
 

Guidelines: 

Platforms must run long-term (12-month or longer) holdout experiments on a continuous 
basis.  

Platforms must report the aggregate, anonymized results of the holdout experiments 
publicly. 

Holdout experiments must be subject to an audit by an independent third party. 

 
Focusing on long-term value to the user prioritizes long-run, forward-looking user preferences or 
aspirations (System 2) over short-run, impulsive user preferences (System 1). Platforms will be 
motivated to demonstrate positive outcomes when the holdout experiment results become public. 

162 Brynjolfsson et al., “The Consumer Welfare Effects of Online Ads”; Huszár et al., “Algorithmic Amplification of 
Politics on Twitter.” 

161 See, e.g., Pinterest Engineering, “How Holdout Groups Drive Sustainable Growth.” 
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They will want to show that users who received product updates throughout the year are more 
satisfied and more likely to stay on the platform compared to the holdout group that did not receive 
these changes. This creates a natural check against short-term thinking: if product changes boost 
immediate engagement but ultimately lead to users leaving, feeling dissatisfied, or experiencing harm, 
these problems will become clear when comparing the holdout group to the production group. 
Importantly, this incentive system works without requiring platforms to disclose their specific product 
changes, which they may want to keep private for competitive reasons. The key is that platforms will 
strive to prove that their collective changes over the year create better long-term value for users 
compared to the unchanged holdout experience. 
 

Implementation discussion 
Platforms must run long-term (12-month or longer) holdout experiments on a continuous basis and 
start a new holdout group each year. The holdout group’s experience of the platform should be frozen 
around a snapshot of current platform design at the start of the experiment. The only exceptions 
should be for product changes whose objectives are specifically to reduce or prevent direct and 
immediate harms without increasing engagement or revenue (e.g., changes designed to reduce 
suicidal ideation or eating disorder exacerbation). Such changes may be applied in the same way to 
the holdout group and the production group. 
 
The platform should establish a set of metrics that will be tracked for comparison between the holdout 
group and the production group. At a minimum, these should include: 

●​ Retention metrics, for example, what percentage of users in each group are still daily active 
users (DAUs) at intervals over the course of the experiment (1 month, 6 months, 12 months) 

●​ User surveys or interviews about their experiences (these can measure both positive and 
negative experiences as well as user satisfaction) 

●​ Metrics that measure high-level constructs related to individual or systemic harms or benefits 
(well-being, conflict, etc.),163 as defined by the platform 

 
The results of all these measurements should be publicly reported in the aggregate (without revealing 
private data). See Section VII(A) for details about how holdout groups should be constructed. 
 
For accountability, a third party should audit the holdout experiments on an annual basis. If the 
holdout infrastructure is neglected – e.g., if machine learning models that predict basic constructs like 
relevance are not re-trained in a timely fashion, as they would be in production – then the experience 
of the holdout group will be artificially poor compared to the production group. Platforms could also 
exploit their control over the holdout group to make the production recommender system seem as 
though it is drastically improving by comparison. For these reasons, the auditor needs to be able to 
assess the design of the recommender systems experienced by both the holdout group and the 
production group, as well as the composition of the holdout group compared to the overall user base. 

163 These should address common platform harms and use measures that have been validated by external 
researchers to the greatest extent possible. For a list of such measures, see Lubin et al., “Social Media Harm 
Abatement.” 
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VI. Global Policy Guidance 
As described in Section IV, the US legal framework and jurisprudence related to corporate speech 
rights impose potential limitations on policies enacted legislatively in the US. Aspects of the EU DSA 
and the UK Online Safety Act, for example, would likely face legal challenges were they to be enacted 
in the US. This section offers additional policy guidance that may be more feasible to enact in 
jurisdictions outside the US, and that may be combined with the core policy guidance. 

A.​  Public Content Transparency  

Modern platforms are so large and complex that even the companies' own employees struggle to fully 
understand how their recommender systems affect users. Without being able to see and measure 
effects, it is very difficult to improve these systems and shift them away from chasing short-term 
engagement toward creating long-term value.164 Meaningful improvement requires transparency about 
what content is actually being shown to users across the platform. However, most platforms currently 
provide very little detailed data about what content is most prevalent on their services, and in recent 
years multiple platforms have reduced the access they previously provided.165 
 

Guidelines: 

Platforms must continuously publish a sample of the public content that is most highly 
disseminated on the platform and a sample of the public content that receives the highest 
engagement. 

Platforms must continuously publish a representative sample of public content consumed 
during a typical user session on the platform at any given time. 

 
There are two reasons for public content transparency: (1) to allow the public to validate companies’ 
own reports about the prevalence of different kinds of content on their platforms; and (2) to raise 
awareness about potential harms and trends. Publishing samples of public content will not reveal 
content associated with some types of highly salient harms whose prevalence is too small to appear in 
the samples, but it will provide some indication of what content is disseminated based on a 
combination of algorithmic and other factors, providing an ongoing illustration of the output of 

165 Meta publishes a widely viewed content report for Facebook. It does not include many of the details 
recommended in this report, and most platforms do not publish anything similar. See Meta, “Widely Viewed 
Content Report.” Moreover, many major platforms have recently deprecated or restricted usage of public 
channels for accessing data, including Meta’s retirement of CrowdTangle, X’s price increase for access to its 
application programming interface, and Reddit’s changes to its terms for similar access. See Hickey et al., 
“Public Data Access Programs”; Gotfredsen and Dowling, “Meta Is Getting Rid of CrowdTangle — and Its 
Replacement Isn’t As Transparent or Accessible”; Perez, “Reddit Locks down Its Public Data in New Content 
Policy, Says Use Now Requires a Contract”; Stokel-Walker, “Twitter’s $42,000-per-Month API Prices Out Nearly 
Everyone.” 

164 Horwitz, Broken Code. 
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recommender systems. For privacy reasons, these samples should be limited to public content when 
broadly disseminated, although policymakers could require that access to non-public content be 
granted if it is limited to appropriate regulators or authorized reviewers.166 
 

Implementation discussion 
If adopted, these guidelines would entail a significant expansion of transparency by social media 
platforms. While it is already standard practice for these companies to publish quarterly transparency 
reports about, for example, the enforcement of their content guidelines and government requests for 
information,167 these documents provide little information about the top publicly available content. One 
exception is Meta’s “Most Widely Viewed Content Report,”168 which discloses the top 20 domains, 
links, pages, and posts on Facebook over each three month period. Figure 6 shows one example 
entry. This information is very sparse and therefore of limited utility to external observers. 
 

 
 

Figure 6. Example of a top content disclosure from Meta’s “Most Widely Viewed Content Report.”  

According to the report, this post received the most views on Facebook in the third quarter of 2024. 

 

The transparency efforts envisioned by the two guidelines would result in sharing much more detailed 
and complete data about the top public content. The first guideline requires platforms to continuously 

168 Meta, “Widely Viewed Content Report.” 

167 See Google, “Google Transparency Report”; Meta, “Transparency Reports”; Snap, “Snapchat Transparency 
Report”; TikTok, “Transparency Center”; X, “X Transparency Center.” 

166 At present, there is no settled definition of “publicly accessible platform data.” The DSA includes provisions to 
enable independent research with publicly accessible platform data, but has not established a specific definition. 
See European Union, “Digital Services Act,” Article 40. CrowdTangle included numerical thresholds to define 
public availability including data made by a public page, group, or (possibly) verified public person, who had 
more than 110,000 likes (or was added to a CrowdTangle list). See Garmur et al., “CrowdTangle Platform and 
API.” Work is underway to establish common definitions for publicly accessible platform data. See 
Knight-Georgetown Institute, “The Gold Standard for Publicly Available Platform Data.” 

  
42 



Better Feeds: Algorithms That Put People First 

publish a sample of the most widely-disseminated content on the platform (i.e., that reaches the 
widest audience). Thresholds for what fraction of content the sample draws from (e.g., top 1% or 5%) 
could usefully be standardized and specified in regulation.  
 
This guideline also requires platforms to maintain a dynamically-updated list of the most-engaged-with 
items on the platform at any given time, defined over a relatively short time period (such as the last 
seven days). The definition of most-engaged-with will require the platform to identify the forms of 
engagement (clicks, likes, reshares, etc.) that are most relevant for distribution on their specific 
platform and publish content samples and associated engagement data for each individual form. For 
example, watch time may be the most meaningful form of engagement on a video streaming service 
and essentially irrelevant on a platform that does not support video. For such a service, the platform 
would be expected to publish content samples based on the highest watch time. If platforms are 
required to disclose the weight quartiles of their recommender system inputs as proposed above in 
Section V(A), the forms of engagement reflected in the inputs in the upper quartile would be an 
appropriate set for selecting and publishing most-engaged-with content samples.   
 
The second guideline requires platforms to publish a dynamically-updated sample of public content 
that a user might see during a session of typical length on the platform. This sample would provide an 
indication of the representative user experience and content mix during a session – how much content 
from followed accounts or subscriptions, how much of different media types (images, video, etc.), or 
how much from different content categories, for example. This could be published as a list of 
recommended items that a user may see during an average-length session, along with metadata 
describing each item (such as aggregate engagement, date and type of publisher, type of media, etc.). 

B.​  User Defaults  

Section V(B) recommends that platforms provide users with a choice of different recommender 
systems, where at least one choice is optimized to support long-term value to users. It also 
recommends that, at minimum, minors have the design that supports long-term value set as the 
default. 
 
In jurisdictions where the legal framework allows it, the default requirement can be expanded to apply 
to the entire user population, rather than limited to minors. Defaulting all users into designs optimized 
for long-term value – even if it means sacrificing short-term engagement – should be understood as a 
best practice.   
 

Guideline: 

By default, platforms must optimize users’ recommender systems to support long-term 
user value.  
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As with the specific guideline for minors in Section V(B) above, optimizing for long-term value for the 
whole user population would spur platforms to build the processes needed to gather and understand 
what creates user value and satisfaction.  
 
Adopting this requirement would fully unlock the combined potential of the three sets of guidelines 
outlined in this report: transparency, long-term holdout experiments, and user choices and defaults. If 
default feeds are optimized for long-term user value, then long-term holdout experiments should 
demonstrate that the production group is deriving more satisfaction than the holdout group. Similarly, 
the published metrics that measure long-term value and individual harm should begin to reflect the 
steps taken to optimize default feeds across the platform. 

C.​  Metrics and Measurement 

As outlined in Section III(A), there are a number of different vectors of harm in which recommender 
systems may play a role depending on the platform: unwanted or harmful content, product usage, 
contact, or usage of personal information. Platforms that operate at a scale to run frequent A/B tests 
for engagement should track metrics associated with the potential harms to at-risk populations that 
are relevant to their platforms. Surveys and other long-term value measures such as the ones outlined 
earlier in this document would be suitable for such measurement. 
 

Guideline: 

Platforms must measure the aggregate harms to at-risk populations that result from 
recommender systems and publicly disclose the results of those measurements. 

 
The key aspect of these measurements is that they are designed to evaluate effects on populations 
and not on individuals – reflective of the types of harms that system architecture is capable of 
causing.169 Because these types of assessments and metrics operate at the population level, they can 
generally be revealed without implicating the privacy of individual users. 
 
The specific measurements needed will vary from platform to platform. Examples include: 
  

●​ Unwanted or harmful contact and content. These can be measured through surveys about 
negative experiences,170 by tracking user behaviors that indicate negative experiences (e.g., 

170 For example, Meta has conducted internal research using its “Bad Experiences and Encounters Framework 
(BEEF)” survey to ask minors about various online harms, including hate speech and unwanted sexual advances. 
The findings of this research were not made public until they were disclosed as part of ongoing litigation with 
state Attorneys General. In the absence of transparency about internal survey results like this one, outside 
groups have launched projects such as the Neely Social Media Index to ask users about their negative 
experiences online. See Horwitz, “His Job Was to Make Instagram Safe for Teens.”; Fast et al., “Unveiling the 
Neely Ethics & Technology Indices.”    

169 Lubin et al., “Social Media Harm Abatement”; Lubin and Gilbert, “Accountability Infrastructure.” 
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hiding content, blocking users, reporting content), or by measuring engagement with content 
that violates platform policies or that is predicted to violate platform policies.  
 

●​ Unwanted or harmful usage. To track harmful usage or sleep effects, platforms might track the 
percentage of users who use the platform for an excessive number of hours per day, during 
school and nighttime hours, or very frequently. Platforms can combine those metrics with 
survey data about unwanted usage, sleep, regret, and activity displacement to understand 
when users themselves feel that their usage is problematic. 
 

●​ Systemic harms. These vary widely. For example, measurements of conflict or polarization on a 
platform might combine user surveys with engagement metrics that measure engagement with 
content identified as toxic towards outgroups.171 

 
Platform-wide measurements might provide additional insights across multiple of these harm 
categories. For example, platforms might survey older users to understand the experiences they had 
on the platform as younger users. 

VII. Best Practices for Product Teams 
This section provides technical guidance about how product teams can implement several of the 
guidelines described above. 

A.​  How to Construct Holdout Groups 

When conducting holdout group experiments, the size of the holdout group should be sufficiently large 
such that any significant movements in the key metrics can be measured with confidence.172 This will 
depend both on the overall number of users on the platform and the magnitude of typical annual 
changes. For example, platforms with more users will be able to allocate a smaller percentage of the 
user base to the holdout and still achieve statistically significant results. And if the typical movement of 
the metrics, over the course of the year, is a few percentage points, then the holdout should be large 
enough to detect effect sizes of a percentage point with high confidence. Platforms should publicly 
report the absolute and relative size of the holdout group compared to the overall user base.  
 
The composition of the holdout group is critical to the effectiveness of the experiment. At a minimum, 
the holdout group should be representative of the overall user base across key demographics for 
which the platform collects data. For example, if the platform directly collects age and geographic 
region information from its users, the holdout group should be representative of the overall user base 
across those demographics. The composition of the holdout group should also be representative of 

172 Allen and Lawson, “Proposal for an Assessment of Risk Mitigations for Algorithmic Amplification of 
Disinformation.” 

171 Stray, “Dependent Variables.” 
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the engagement levels of the overall user base, i.e., the distribution of engagement levels across the 
user base should be reflected in the holdout group.  
 
To provide more comprehensive insights, platforms should oversample user subgroups for which there 
is evidence of disproportionate risk of harm on the platform (e.g., minors). At minimum, this should 
include cohorts exhibiting the most significant engagement (e.g., the top 1% or top 0.1% of highest 
usage). But depending on the product, other subgroups are likely to be appropriate for oversamples, 
such as minors or other at-risk demographics for which segmentation is possible. Platforms should 
publicly report how they assemble a representative sample in the holdout group, which subgroups 
they oversample, and why. 

B.​  How to Disclose Recommender System Weights 

All recommender systems are ultimately driven by some set of human-chosen weights, i.e., numeric 
settings on high-level parameters. In early systems, such weights (or coefficients) were directly applied 
to content features. For example, the timeliness of an item or the number of comments on an item 
would be factored directly into the ranking of that item. Today, weights are more commonly applied to 
the output of multiple machine learning models. For example, weights might be applied to the 
predicted probability of user engagements of various types, or the probability of various content 
attributes such as clickbait, nudity, etc. Other systems use hand-built rules to label the value of past 
engagement for each user, and then train models to generalize these patterns so as to predict the 
value of showing a particular item to a particular user at a particular time. In all cases there is some set 
of weights that ultimately drives training of machine learning models.  
 
Whatever type of values or signals or inputs are ultimately weighted, platforms and services should 
report the complete list of values and their weights. These should be disclosed for the system as a 
whole, not each individual user. Because weights are difficult to interpret numerically, and could be 
claimed by some parties to be trade secrets, the quartile of the weight on each value as well as the 
distribution of the weights should be reported instead of raw numeric values.  
 
Depending on the design of the system, the weight quartiles may be difficult to interpret. To take a 
simple example, suppose predicted time spent on a piece of content is a value in the ranking system. 
In that case, a platform could decrease the weight reported while maintaining the same ranking score 
by converting its time measurements from minutes to seconds. This would artificially reduce the 
weight assigned to predicted time spent to 1/60th of the weight in minutes despite having no change 
to the ranking. Similar issues could arise with other values.  
 
To facilitate interpretation and mitigate the possibility of platforms gaming these disclosures by scaling 
values up or down before reporting them, for platforms that use a linear value model, the weights 
should be normalized by the standard deviation of the signal. To take another simple example, 
suppose the value function is (weight1 * signal1) + (weight2 * signal2). In this case, the weights that are 
reported must be (weight1 * standard deviation of signal1) and (weight2 * standard deviation of signal2). 
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The application of these weights may vary depending on the user segment or other factors (for 
example, less weight may be applied to certain values for new accounts versus long-time users). Such 
factors should be reported as well.   
 
As discussed in Sections II and III, recommender systems may be designed using a variety of different 
foundational technical approaches. Some assemble a value model using a linear combination of terms, 
whereas others measure value based on machine learning outputs. The disclosure of weights 
recommended in Section V(A) would take different forms depending on the underlying technical 
approach. 
 
A platform that uses a linear value model would report the value model, normalized as described 
above. If the platform uses different linear value models based on some conditional logic about the 
user, the item, or some other factors (e.g., a decision tree), the platform would report the different 
value models normalized as above, along with the conditional logic the platform uses to determine 
which value model is used for a given user or item. 
 
If the primary measure of value by which a platform ranks content is the output of a machine learning 
model (e.g., a neural network), the platform would report the way that it operationalizes value when 
training the model. For example: 

●​ If the model was trained to predict value using supervised learning, the platform would report 
how it constructed the labels on which the model was trained. 

●​ If the model is trained using reinforcement learning, the platform would report how it 
constructed the reward function. 

 

VIII. Conclusion 
Recommender systems play an integral role in shaping online experiences, yet their design and 
implementation often prioritize short-term engagement over long-term user satisfaction and societal 
well-being. Better recommender systems are possible. Research has demonstrated that the landscape 
of alternative design approaches is significant. As proposals to regulate recommender system design 
mature, there is an opportunity to incentivize innovative designs that prioritize long-term user value 
and high-quality user experiences. 
 
This report has established key policy and design guidelines to help make this a reality. By adopting 
detailed transparency measures, user choices and strong defaults, and accountability through 
long-term experiments, policymakers and product designers can help to foster vibrant online spaces 
while mitigating harms. 
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