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DMA: “Self-preferencing” is now illegal

• Regulatory action is ahead of research 

• Urgent need to detect and measure welfare consequences of self-preferencing

• But: identifying unwarranted self-preferencing is not straightforward

• Some basic questions:

• What is self-preferencing?

• How do we detect it?

• What is its welfare cost?



Generic setup: search result rankings

• Users choose among (ranked) product lists 

• The platform chooses ranks to serve an objective
• Consumers, sellers, the platform itself

• One possible definition of self-preferencing: 
• The platform ranks its own products higher than would 

maximize some combination of seller and consumer surplus



Roadmap
• A simple theoretical framework

• Use the theory to compare 2 methods for bias detection 
• Conditioning on observables (COO) vs outcome-based (OB) tests 

• Data and empirical comparison
• …confirming conflicts between COO and OB  

• Structural model and estimates of rank bias and welfare effects 
• … meaningful differences across settings



Model
 



Model
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Implementation needs and model choice
• Need a way to map product characteristics, prices and platform-chosen ranks 

into quantities sold, total revenue, and CS for the choice set 

• Various possible demand approaches 

• Search models (Ursu, Seiler, Honka (2023))

• Limited information choice models (Goeree (2008), Abaluck and Adams-Prassl (2021))

• Here, we want to illustrate, simply

• Logit (and NL) 



Consumer side
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causal rank effect
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• (No evidence of price changes 
when rank algos change)

• (still, we allow for price 
changes later)



The platform’s ranking choice
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Welfare frontier 

PS

C
S

•  



•  

Add possible bias

PS

C
S



Finally, a note on the full equilibrium 

• The above leaves out firm 
responses to ranking algorithms

• They might change prices if they 
know they will be ranked more highly

• But it turns out prices wouldn’t 
change much



From theory to bias tests
Using the platform supply function



Supply function and bias detection: COO

•  

Hard to observe



COO implementation in practice

•  



Supply function and bias detection: OB approach

•  

 

 Monte Carlo simulations: 
OB test more reliable 
than COO



Implementation and data needs 
Rankings, platform identifier, and … 

• Conditioning on observables approach:

• characteristics legitimately predictive of ranks/sales

• Outcome-based approach:

• outcomes caused by the ranks

• (Welfare analysis: 

• The above, plus causal rank effect estimates)



“Real-world” illustrations



(Illustrative) data and contexts
• Amazon Kindle Daily Deals 2022

• 50 ranked titles each day
• ≈20% published through Amazon: possibility of self-preferencing

• Expedia hotel searches 2013
• 399,342 searches and 8,624,781 listings (121,545 randomized searches) 
• No self-preferencing.  Possible bias with respect to chain hotels?

• Spotify New Music Friday 2017
• 20 (of 50) ranked songs x 26 countries x ≈35 weeks
• 18,489 listings; 6,637 appearing in top 200
• Possible bias with respect to major labels?



Compare COO and OB: Amazon

 
• Both indicate 

self-preferencing
• Rank magnitudes differ

(an illustration)



Compare COO and OB: Expedia

Both find chain hotels 
are ranked “too low”



Compare COO and OB: Spotify

Opposite findings:

• COO: majors are ranked 
too high

• OB: majors are ranked 
too low

Bottom line: field data confirm Monte Carlo results 
(and general concerns about COO approach)



Structural approach
Platform preferences and welfare implications of self-preferencing



Structural model: Amazon 

•  



Amazon estimates  

•  

Balancing 
CS and rev

Bias (big?)



Model: actual vs debiased ranks 
Can re-calculate rankings after setting the “bias” parameter to zero 



CS vs PS & bias

• Debiased point near CS max, 
further from rev max

• Bias forgoes 3.3% of debiased CS, 
5.3% of debiased PS



Note: where can “bias” come from?

• Source 1: the platform wants to give its own products preferential treatment
• “Naked” self-preferencing 

• Source 2: the platform cares about its commission
• If compensated at proportional commission, the platform likes revenue

• 🡪 Is this illegal under the DMA?



Illustration: different platform objectives



Where else can “bias” come from?

• Source 3: the platform cares about things other than PS and CS

• E.g., star ratings, return policies, …

• These can be “accidentally” correlated with the platform dummy

• 🡪 Is this illegal under the DMA?



Conclusion
• Platform regulation: We need ways to test for, and evaluate, possible bias

• This paper presents a possible definition
• As well as ways to test for, and measure welfare effects of, such bias 

• Data access is hard for outsiders, but we hope this framework is useful for regulators

 


